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# Composite Monotone Inclusions in Vector Subspaces: Theory, Splitting, and Applications 

Fernando Roldán Contreras


#### Abstract

In this thesis we aim at solving primal-dual coupled inclusions in real Hilbert spaces involving the sum of different types of monotone operators. Our objective is to propose globally convergent splitting algorithms for solving the coupled inclusions, which take advantage of the intrinsic properties of each operator in the inclusion. We split this thesis in two main parts.


In the first part, we propose a splitting method for solving primal-dual inclusions involving general maximally monotone operators and linear compositions. First, we provide a generalization of the Douglas-Rachford splitting and the primal-dual algorithm, including critical step-sizes. We also derive a new Split-ADMM by applying our method to the dual of a convex optimization problem. Next, we derive an extension on Krasnosel'skiĭ-Mann (KM) iterations defined in the range of linear operators. We prove that the relaxed primaldual algorithm with critical step-sizes defines KM iterations in the range of a particular linear operator and we derive its convergence. At the end of the first part, we provide the resolvent computation of the parallel composition of a maximally monotone operator by a linear operator under mild assumptions. This operation naturally appears when dealing with linearly composed maximally monotone operators. Additionally, in the context of convex optimization, we obtain the proximity operator of the infimal postcomposition under mild qualification conditions.

In the second part, we propose splitting methods for solving inclusions involving the sum of cocoercive, monotone-Lipschitzian, monotone continuous operators, and the normal cone to a closed vector subspace of a real Hilbert space. First, we suppose that the monotone continuous operator is zero and we provide a method generalizing the method of partial inverses and the forward-backward-half forward splitting, among others. Finally, we provide a splitting method for solving the case when the monotone continuous operator is not zero but the vector subspace is the whole Hilbert space. We obtain a generalization of the forward-back-half forward and Tseng's splitting algorithms involving line search. Also, we derive a method for solving non-linearly constrained composite convex optimization problem.

Additionally, in each section we provide numerical simulations to compare our methods with best competitors in literature. We provide simulations in total variation image restoration, sparse minimization, and constrained total variation least-square problems.

## Chapter 1

## Introduction

### 1.1 Problem and State-of-the-Art

In this thesis we aim at solving coupled inclusions in real Hilbert spaces involving different operators including maximally monotone, linear compositions, cocoercive, monotoneLipschitzian, monotone-continuous, and normal cones to closed vector subspaces. Our objective is to propose efficient algorithms taking advantage of the intrinsic properties of each operator in the inclusion. More precisely, in this thesis we aim at solving instances of the following general problem. The reader is referred to Section 1.3 for notation.

Problem 1.1.1. Let $\mathcal{H}$ and $\mathcal{G}$ be real Hilbert spaces, let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ and $B: \mathcal{G} \rightarrow 2^{\mathcal{G}}$ be maximally monotone operators, let $B_{2}: \mathcal{H} \rightarrow \mathcal{H}$ be a monotone-Lipschitzian operator, let $B_{3}: \mathcal{H} \rightarrow \mathcal{H}$ be a monotone-continuous operator, let $L: \mathcal{H} \rightarrow \mathcal{G}$ be a linear bounded operator, and let $V$ be a closed vector subspace of $\mathcal{H}$. The problem is to

$$
\text { find }(x, u) \in \mathcal{H} \times \mathcal{G} \text { such that }\left\{\begin{array}{l}
0 \in A x+L^{*} u+B_{2} x+B_{3} x+N_{V} x  \tag{1.1.1}\\
0 \in B^{-1} u-L x
\end{array}\right.
$$

under the assumption that the solution set of (1.1.1) is nonempty.
We will explore applications of Problem 1.1.1 in next section. We split this thesis in two main parts, in which we solve particular instances of Problem 1.1.1.

### 1.1.1 Case I: Primal-Dual Algorithms with Critical Step-Sizes when $B_{2}=B_{3}=0$ and $V=\mathcal{H}$

In the first part of this thesis, we solve the following problem.
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Problem 1.1.2. In the context of Problem 1.1.1 assume that $B_{2}=B_{3}=0$ and $V=\mathcal{H}$. Then, Problem 1.1.1 reduces to

$$
\text { find } \quad(x, u) \in \mathcal{H} \times \mathcal{G} \quad \text { such that } \quad\left\{\begin{array}{l}
0 \in A x+L^{*} u  \tag{1.1.2}\\
0 \in B^{-1} u-L x
\end{array}\right.
$$

We denote by $\boldsymbol{Z} \neq \varnothing$ its set of solutions.
This inclusion arises naturally in several problems in partial differential equations coming from mechanical models [39, 41, 43], differential inclusions [2, 58], game theory [16], among other disciplines. It follows from [15, Proposition 2.8] that any solution $(\hat{x}, \hat{u})$ to Problem 1.1.2 satisfies that $\hat{x}$ is a solution to the primal inclusion

$$
\begin{equation*}
\text { find } \quad x \in \mathcal{H} \quad \text { such that } \quad 0 \in A x+L^{*} B L x \tag{1.1.3}
\end{equation*}
$$

and $\hat{u}$ is solution to the dual inclusion

$$
\begin{equation*}
\text { find } \quad u \in \mathcal{G} \quad \text { such that } \quad 0 \in B^{-1} u-L A^{-1}\left(-L^{*} u\right) \text {. } \tag{1.1.4}
\end{equation*}
$$

Conversely, if $\hat{x}$ is a solution to (1.1.3) then there exists $\tilde{u}$ solution to (1.1.4) such that $(\hat{x}, \tilde{u}) \in \boldsymbol{Z}$ and the dual argument also holds. In the particular case when $A=\partial f$ and $B=\partial g^{*}$, for proper convex lower semicontinuous functions $\left.f: \mathcal{H} \rightarrow\right]-\infty,+\infty$ ] and $g: \mathcal{G} \rightarrow]-\infty,+\infty]$, any solution $\hat{x}$ to (1.1.3) is a solution to the primal convex optimization problem

$$
\begin{equation*}
\min _{x \in \mathcal{H}}(f(x)+g(L x)) \tag{1.1.5}
\end{equation*}
$$

any solution $\hat{u}$ to (1.1.4) is a solution to the dual problem

$$
\begin{equation*}
\min _{u \in \mathcal{G}}\left(g^{*}(u)+f^{*}\left(-L^{*} u\right)\right) \tag{1.1.6}
\end{equation*}
$$

and the converse holds under standard qualification conditions (see, e.g., [15]). Problems (1.1.5) and (1.1.6) model several image processing problems as image restoration and denoising $[20,23,30,47,50,57]$, traffic theory [12, 38, 40], among others.

In the case when $B=0$, Problem 1.1.2 reduces to find $x \in \operatorname{zer} A:=\{x \in \mathcal{H} \mid 0 \in A x\}$ and the Proximal Point algorithm (PPA) [49,55] generates a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ converging weakly to a point in zer $A\left[55\right.$, Theorem 1]. Considering the operator $J_{A}=(\operatorname{Id}+A)^{-1}$, PPA is detailed below.

Algorithm 1.1.3 (Proximal Point Algorithm (PPA)). Let $x_{0} \in \mathcal{H}$ and $\tau>0$. Consider the recurrence:

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad\left\lfloor x_{n+1}=J_{\tau A} x_{n}\right. \tag{1.1.7}
\end{equation*}
$$

In the case when $B \neq 0$, for solving (1.1.3), PPA can be applied to $A+L^{*} B L$ if it is maximally monotone. The difficulty here arises from the computation of the resolvent $J_{\tau\left(A+L^{*} B L\right)}$ which can be numerically expensive. For this reason, several methods solve monotone inclusions by splitting the influence of each operator involved in Problem 1.1.2. Some of this methods, which are known as splitting algorithms, are described below.

When $L=\mathrm{Id}$, Problem 1.1.2 reduces to find $x \in \operatorname{zer}(A+B)$. In this case, this problem can be solved by using the Douglas-Rachford splitting algorithm (DRS) [36, 46]. This method was introduced first in [33] to solve some discretized partial differential equations and it is detailed below.

Algorithm 1.1.4 (Douglas-Rachford Splitting (DRS)). Let $x_{0} \in \mathcal{H}$ and let $\tau>0$. Consider the recurrence:

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad\left\lfloor z_{n}=J_{\tau A}\left(2 J_{\tau B} z_{n}-z_{n}\right)+z_{n}-J_{\tau B} z_{n}\right. \tag{1.1.8}
\end{equation*}
$$

It is proved that $\left(z_{n}\right)_{n \in \mathbb{N}}$ converges weakly to a point $z \in \mathcal{H}$ such that $J_{\tau A} z \in \operatorname{zer}(A+B)$ [46]. In [36] was shown that the DRS correspond to the PPA applied to a particular maximally monotone operator. Later, in [60], the weak convergence of the shadow sequence $\left(J_{\tau A} z_{n}\right)_{n \in \mathbb{N}}$ to an element in $\operatorname{zer}(A+B)$ is proved (see also [4] and [3, Section 26.3]).

In the case when $L^{*} L=\alpha \mathrm{Id}$, since $J_{L^{*} B L}=\mathrm{Id}-\frac{1}{\alpha} L^{*} \circ\left(\mathrm{Id}-J_{\alpha B}\right) \circ L$ [3, Proposition 23.25], DRS applied to $A$ and $L^{*} B L$ is a splitting algorithm. However, for a general operator $L, J_{L^{*} B L}$ is not explicit in general. The Monotone+Skew Algorithm (MSA) [15] is a splitting algorithm proposed for solving Problem 1.1.2.

Algorithm 1.1.5 (Monotone+Skew Algorithm (MSA)). Let $x_{0} \in \mathcal{H}$, let $v_{0} \in \mathcal{G}$, and let $\tau \in] 0,1 /\|L\|[$. Consider the recurrence:

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
y_{1, n}=x_{n}-\tau L^{*} v_{n}  \tag{1.1.9}\\
y_{2, n}=v_{n}+\tau L v_{n} \\
p_{1, n}=J_{\tau A} y_{1, n} \\
p_{2, n}=J_{\tau B^{-1}} y_{2, n} \\
q_{1, n}=p_{1, n}-\tau L^{*} p_{2, n} \\
q_{2, n}=p_{2, n}+\tau L p_{1, n} \\
x_{n+1}=x_{n}-y_{1, n}+q_{1, n} \\
v_{n+1}=v_{n}-y_{2, n}+q_{2, n}
\end{array}\right.
$$

The sequences $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ converge weakly to a point in $\boldsymbol{Z}$ [15, Theorem 3.1]. A disadvantage of MSA is that the linear operators $L$ and $L^{*}$ are computed twice by iteration, which is numerically costly in large scale problems.

In the optimization context on finite dimensional spaces (i.e. $A=\partial f, B=\partial g$, see (1.1.5) and (1.1.6)), the Primal-Dual splitting (PDS) was proposed in [21]. Later on, in [28] and [62], for optimization and monotone inclusion problems, respectively, the PDS
was generalized to infinite dimensions spaces and including cocoercive operators in the inclusion (or a functions with Lipschitzian gradient in the optimization context). The primal-dual splitting in the context of Problem 1.1.2 is detailed below.

Algorithm 1.1.6 (Primal-Dual Splitting (PDS)). Let $x_{0} \in \mathcal{H}$, let $u_{0} \in \mathcal{G}$, let $(\sigma, \tau) \in$ $] 0,+\infty\left[^{2}\right.$ be such that $\sigma \tau\|L\|^{2}<1$, and let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ in $] 0,2[$. Consider the recurrence:

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
p_{n+1}=J_{\tau A}\left(x_{n}-\tau L^{*} u_{n}\right)  \tag{1.1.10}\\
q_{n+1}=J_{\sigma B^{-1}}\left(u_{n}+\sigma L\left(2 p_{n+1}-x_{n}\right)\right) \\
\left(x_{n+1}, u_{n+1}\right)=\left(1-\lambda_{n}\right)\left(x_{n}, u_{n}\right)+\lambda_{n}\left(p_{n+1}, q_{n+1}\right)
\end{array}\right.
$$

The sequence $\left(\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ converges weakly to a point in $\boldsymbol{Z}$ [62, Theorem 3.1]. The relaxation sequence $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ can be used to accelerate the numerical convergence of PDS. In [21], the DRS was deduced from PDS in the case when $L=\operatorname{Id}$ and $\sigma \tau=1$. However, the convergence of DRS is not guaranteed in [21] because the convergence of PDS holds when $\sigma \tau<1$. In [28] this result was also proved in the case when $\sigma \tau\|L\| \leq 1$ for optimization problems in finite dimensions. A variable metric version of the PDS (VMPDS) proposed in [27] solves Problem 1.1.2 (see [52] for a similar method in the optimization context). The method reads as follows.

Algorithm 1.1.7 (Variable Metric Primal-Dual Algorithm (VMPDS)). Let $x_{0} \in \mathcal{H}$, let $u_{0} \in \mathcal{G}$, let $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ be self-adjoint linear strongly monotone operators such that $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|^{2}<1$, and let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ in $] 0,2[$. Consider the recurrence:

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
p_{n+1}=J_{\Upsilon A}\left(x_{n}-\Upsilon L^{*} u_{n}\right)  \tag{1.1.11}\\
q_{n+1}=J_{\Sigma B^{-1}}\left(u_{n}+\Sigma L\left(2 p_{n+1}-x_{n}\right)\right) \\
\left(x_{n+1}, u_{n+1}\right)=\left(1-\lambda_{n}\right)\left(x_{n}, u_{n}\right)+\lambda_{n}\left(p_{n+1}, q_{n+1}\right)
\end{array}\right.
$$

The sequences $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(u_{n}\right)_{n \in \mathbb{N}}$ converge weakly to a point in $\boldsymbol{Z}$, respectively [27, Corollary 6.2]. This algorithm include self-adjoint linear strongly monotone operators $\Sigma$ and $\Upsilon$, which can accelerate the convergence in numerical implementations. Note that, in the case when $\Sigma=\sigma$ Id and $\Upsilon=\tau \mathrm{Id}$, the VMPDS reduces to the PDS. In this context, given the connection between PDS and DRS reveled in [21] in the critical step-size case $\sigma \tau\|L\|^{2}=1$, which is studied in [28, Theorem 3.3] for optimization problems in finite dimensions, a detailed study of the limit case $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|=1$ for VMPDS in arbitrary real Hilbert spaces is missing.

In the optimization context, the DRS was applied to the optimization dual problem (1.1.6) to derive the Alternating Direction Method of Multipliers (ADMM) (considering the operators $A=\partial g^{*}$ and $B=\partial\left(f^{*} \circ\left(-L^{*}\right)\right)$ ) [39]. ADMM can also be interpreted as alternating minimization-maximization of the Augmented Lagrangian:

$$
\begin{align*}
\mathcal{L}: \mathcal{H} \times \mathcal{G} \times \mathcal{G} & \rightarrow]-\infty,+\infty] \\
(x, u, z) & \mapsto f(x)+g(u)+\langle z \mid L x-u\rangle+\frac{\tau}{2}\|L x-u\|^{2}, \tag{1.1.12}
\end{align*}
$$

where $\tau \in[0,+\infty[$. The ADMM algorithm iterates as follows.
Algorithm 1.1.8 (Alternating Direction Method of Multipliers (ADMM)). Let $\left(u_{0}, z_{0}\right) \in$ $\mathcal{G}^{2}$ and $\tau>0$. Consider the recurrence:

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
x_{n+1} \in \arg \min _{x \in \mathcal{H}} f(x)+\frac{\tau}{2}\left\|L x-\left(u_{n}-z_{n} / \tau\right)\right\|^{2}  \tag{1.1.13}\\
u_{n+1}=\arg \min _{u \in \mathcal{G}} g(u)+\frac{\tau}{2}\left\|L x_{n+1}-\left(u-z_{n} / \tau\right)\right\|^{2} \\
z_{n+1}=z_{n}+\tau\left(L x_{n+1}-u_{n+1}\right) .
\end{array}\right.
$$

Since the term $L x$ appears in the first minimization problem in (1.1.13), additional assumptions are needed to guarantee the existence of $\left(x_{n}\right)_{n \in \mathbb{N}}$. For example, in finite dimensional spaces, is it required $L^{*} L$ to be invertible and that (ridom $\left.g\right) \cap \operatorname{ri} L(\operatorname{dom} f) \neq \varnothing($ see [25]). This issue is because, as we claim before, the ADMM algorithm can be deduced from the DRS applying to the operator $B=\partial\left(f^{*} \circ\left(-L^{*}\right)\right)$, in which $\partial f^{*}$ has not been split from $L^{*}$. Similar methods which relax the hypothesis on $L$, and additionally include variable metric, are proposed in $[1,11,22,37]$. Others versions of ADMM can also solve problems as in (1.1.14), which consider two linear operators $A: \mathcal{H} \rightarrow \mathcal{K}$ and $B: \mathcal{G} \rightarrow \mathcal{K}$ (see, e.g., [10]).

$$
\begin{equation*}
\min _{\substack{x \in \mathcal{H}, y \in \mathcal{G} \\ A x+B y=0}} f(x)+g(y) . \tag{1.1.14}
\end{equation*}
$$

In this context, a detailed study of weak conditions ensuring that ADMM algorithm is well defined is not available in the literature, as far as we know.

### 1.1.2 Case II: Splitting Algorithms when $L=\operatorname{Id}$ and $B$ Cocoercive

The second part is dedicated to the numerical resolution of Problem 1.1.1 when $L=\mathrm{Id}$ and $B$ is $\beta$-cocoercive ${ }^{1}$ for some $\left.\beta \in\right] 0,+\infty[$. In particular, we aim at solving the following inclusion.

Problem 1.1.9. In the context of Problem 1.1.1, assume that $L=\operatorname{Id}$ and $B$ is $\beta$-cocoercive for some $\beta \in] 0,+\infty[$. Then, Problem 1.1.1 reduces to

$$
\begin{equation*}
\text { find } \quad x \in \mathcal{H} \text { such that } \quad 0 \in A x+B x+B_{2} x+B_{3} x+N_{V} x . \tag{1.1.15}
\end{equation*}
$$

Is worth to notice that if $x \in \mathcal{H}$ is a solution to Problem 1.1.9, then, there exists $u \in \mathcal{H}$, such that $(x, u)$ is a solution to Problem 1.1.1 in this setting.

This inclusion encompasses several problems in partial differential equations coming from mechanical models [39, 42, 43], differential inclusions [2, 58], game theory [16], among other disciplines.

[^0]In the case when $B_{2}=B_{3}=0$ and $V=\mathcal{H}$ Problem 1.1.9 reduces to find $x \in \operatorname{zer}(A+B)$, which is solved by the Forward-Backward Splitting (FBS) detailed below.

Algorithm 1.1.10 (Forward-Backward Splitting (FBS)). Let $x_{0} \in \mathcal{H}$ and let $\left(\tau_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[\varepsilon, 2 \beta-\varepsilon]$ with $\varepsilon \in] 0, \beta[$. Consider the recurrence:

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad\left\lfloor x_{n+1}=J_{\tau_{n} A}\left(x_{n}-\tau_{n} B x_{n}\right)\right. \tag{1.1.16}
\end{equation*}
$$

The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ generated by FBS converges weakly to some $x \in \operatorname{zer}(A+B)$. This method was proposed in [43] in a optimization context, where $B=\nabla f$ and $A$ is the normal cone to a convex set. This algorithm also was studied in $[46,51]$ in a monotone inclusions context.

When $B_{2}=B_{3}=0$ and $V$ is properly contained in $\mathcal{H}$, Problem 1.1.9 is reduced to find $x \in \operatorname{zer}\left(A+B+N_{V}\right)$. In this setting, Problem 1.1.9 is solved by the Forward-Partial Inverse-Splitting (FPS) proposed in [13], which is described below.

Algorithm 1.1.11 (Forward-Partial Inverse-Splitting (FPS)). Let $\gamma \in] 0,2 \beta[$, let $\varepsilon \in$ $] 0,1\left[\right.$, let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[\varepsilon, 1]$, let $x_{0} \in V$, and let $y_{0} \in V^{\perp}$. Consider the recurrence:

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
s_{n}=x_{n}-\gamma P_{V} B x_{n}+\gamma y_{n}  \tag{1.1.17}\\
p_{n}=J_{\gamma A} s_{n} \\
y_{n+1}=y_{n}+\left(\lambda_{n} / \gamma\right)\left(P_{V} p_{n}-p_{n}\right) \\
x_{n+1}=x_{n}+\lambda_{n}\left(P_{V} p_{n}-x_{n}\right)
\end{array}\right.
$$

The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges weakly to $x \in V$ such that $x \in \operatorname{zer}\left(A+B+N_{V}\right)$ [13, Corollary 5.5]. In the case when $B=0$ and $\lambda_{n} \equiv 1$, the FPS method coincides with the Spingarn's partial inverse method with constant step-sizes [59]. Additionally, when $V=\mathcal{H}$ the FPS method reduces to the FBS algorithm (Algorithm 1.1.10).

On the other hand, in the case $B=B_{3}=0$, Problem 1.1.9 reduces to find $x \in$ $\operatorname{zer}\left(A+B_{2}+N_{V}\right)$. In this context, Problem 1.1.9 is solved by the Forward-Partial-Forward Splitting (FPFS) method proposed in [14], which is described below.

Algorithm 1.1.12 (Forward-Partial-Forward Splitting (FPFS)). Let $\gamma \in] 0,1 / L[$, let $\varepsilon \in] 0,1\left[\right.$, let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[\varepsilon, 1]$, and let $z_{0} \in \mathcal{H}$. Consider the recurrence:

$$
(\forall n \in \mathbb{N}) \quad \left\lvert\, \begin{align*}
& r_{n}=z_{n}-\gamma P_{V} B_{2} P_{V} z_{n}  \tag{1.1.18}\\
& p_{n}=J_{\gamma A} r_{n} \\
& s_{n}=2 P_{V} p_{n}-p_{n}+r_{n}-P_{V} r_{n} \\
& t_{n}=s_{n}-\gamma P_{V} B_{2} P_{V} s_{n} \\
& z_{n+1}=z_{n}+\lambda_{n}\left(t_{n}-r_{n}\right)
\end{align*}\right.
$$

By setting, for every $n \in \mathbb{N}, x_{n}=P_{V} z_{n}$, we have that $x_{n} \rightharpoonup x \in \operatorname{zer}\left(A+B_{2}+N_{V}\right)$ [14, Corollary 3.1]. Note that, when $V=\mathcal{H}, \lambda_{n} \equiv 1$ the FPFS method reduces to the Tseng's
method [61]. On the other hand, when $B_{2}=0$ and $\lambda_{n} \equiv 1$, the method coincides with the Spingarn's partial inverse method with constant step size [59].

In the case when $V=\mathcal{H}$, Problem 1.1.9 reduces to find $x \in \operatorname{zer}\left(A+B+B_{2}+B_{3}\right)$. The forward-backward-half forward splitting (FBHF), proposed in [17], solves this problem and is detailed below.

Algorithm 1.1.13 (Forward-Backward-Half Forward (FBHF)). Let $z_{0} \in \operatorname{dom} A \cup X$. Consider the recurrence:

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
x_{n}=J_{\gamma_{n} A}\left(z_{n}-\gamma_{n}\left(B+B_{2}+B_{3}\right) z_{n}\right)  \tag{1.1.19}\\
z_{n+1}=P_{X}\left(x_{n}+\gamma_{n}\left(\left(B_{2}+B_{3}\right) z_{n}-\left(B_{2}+B_{3}\right) x_{n}\right)\right),
\end{array}\right.
$$

where $X \subset \mathcal{H}$ is nonempty, closed, and convex and $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ is a sequence in $] 0,+\infty[$ satisfying one of the following conditions.

1. Suppose that $B_{3}=0$ and, for every $n \in \mathbb{N}$, $\gamma_{n} \in[\eta, \chi-\eta]$, where $\left.\eta \in\right] 0, \chi / 2[$ and $\chi=4 \beta /\left(1+\sqrt{1+16 \beta^{2} L^{2}}\right)$.
2. Suppose that $B_{2}=0$, that $X \subset \operatorname{dom} A$, let $\left.\varepsilon \in\right] 0,1[$, let $\delta \in] 0,1[$, let $\theta \in] 0, \sqrt{1-\varepsilon}[$, and, for every $n \in \mathbb{N}$, let $\gamma_{n}$ be the largest $\gamma \in\left\{2 \beta \varepsilon \sigma, 2 \beta \varepsilon \sigma^{2}, \ldots\right\}$ satisfying

$$
\begin{equation*}
\gamma\left\|B_{3} z_{n}-B_{3} J_{\gamma A}\left(z_{n}-\gamma\left(B_{1}+B_{3}\right) z_{n}\right)\right\| \leq \theta\left\|z_{n}-J_{\gamma A}\left(z_{n}-\gamma\left(B_{1}+B_{3}\right) z_{n}\right)\right\| \tag{1.1.20}
\end{equation*}
$$

Additionally, suppose that at least one of the following conditions holds:
(i) $\liminf _{n \rightarrow \infty} \gamma_{n}=\delta>0$.
(ii) $B_{3}$ is uniformly continuous in any weakly compact subset of $\overline{\operatorname{dom}} A$.

The sequence $\left(z_{n}\right)_{n \in \mathbb{N}}$ generated by the FBHF algorithm converges weakly to $z \in X \cap$ $\operatorname{zer}\left(A+B+B_{2}+B_{3}\right)\left[17\right.$, Theorem 2.3]. Is worth to notice that when $B_{3}=0, B_{2}=0$, and $L \rightarrow 0$ the FBHF reduces to FBS (Algorithm 1.1.10). On the other hand, in the case when $B_{3}=0, B_{1}=0$, and $\beta \rightarrow \infty$ the Tseng's splitting algorithm [61] is recovered from FBHF. Additionally, when $B=0, B_{2}=0, L \rightarrow 0$, and $\varepsilon \rightarrow 0$, the Tseng's splitting algorithm with backtracking [61] is also recovered.

Methods proposed in $[6,27,31,32,45,53,62]$ take advantage of the cocoercivity of $B$, but they do not exploit the Lipschitzian property of $B_{2}$, the continuity of $B_{3}$, and the normal cone $N_{V}$, hence these methods need to compute the resolvents of $B_{2}, B_{3}$, and $N_{V}$. The schemes proposed in $[5,26,34,44]$ take advantage of the monotone-Lipschitzian property of $B_{2}$, but the cocoercivity of $B$, the continuity of $B_{3}$, and the normal cone $N_{V}$ are not leveraged. If we apply the above mentioned algorithms in [5, 26, 34, 44] to Problem 1.1.9, we may consider $B_{3}$ and $N_{V}$ as maximally monotone operators and $B+B_{2}$
as a monotone and Lipschitzian operator and activates it twice by iteration. On the other hand, Algorithms in $[19,29,48,54,56]$ can also consider $B_{1}+B_{2}$ as monotone and Lipschitzian activating it only once by iteration, but they need to store in the memory the two past iterations and the step-size is reduced significantly. Furthermore, methods in $[19,29,48]$ consider only one maximally monotone operator, hence, the resolvent of $A+B_{3}+N_{V}$ must be calculated; additionally, methods in [54, 56] need to calculate the resolvent of $B_{3}$ and $N_{V}$. The method in [18] exploits the properties of $B$ and $B_{2}$ but not considers the properties of $B_{3}$ and $N_{V}$ which should be treated as a maximally monotone operators. Other methods can solve Problem 1.1.9 by calculating the resolvents of $B, B_{2}$, $B_{3}$, and $N_{V}[7,8,9,15,24,35]$. These calculation, in general, are not explicit or they can be numerically expensive.

In this thesis we split Problem 1.1.9 in two sub-problems, tackling separately the cases $B_{3}=0$ and $N_{V}=\mathcal{H}$, respectively. In Chapters 5 and 6 . In each of these chapters, we propose a fully split method, which takes advantage of each of the intrinsic properties of the operators, overcoming the drawbacks of the methods mentioned above.

### 1.2 Organization and Contributions

In this section we describe the main contributions of each part.

### 1.2.1 Case I

In the first part of this work we aim at solving numerically Problem 1.1.2. This part consists in three chapters and each chapter contains an introduction and a main article self contained. The main contributions of each chapter are:

## Chapter 2

- We propose and study the Split-Douglas-Rachford (SDR) algorithm for solving Problem 1.1.2. This algorithm generalizes DRS (Algorithm 1.1.4) splitting the influence of the linear operator from the monotone operators and include variable metrics.
- We show that VMPDS (Algorithm 1.1.7) can be deduced from SDR and it convergence is extended to operators $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ such that $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|^{2} \leq 1$ when $\lambda_{n} \equiv 1$.
- In the convex optimization context, we propose the Split-ADMM algorithm (SADMM) which splits the influence of the linear operator in the first step of ADMM (Algorithm 1.1.8) and includes non-standard metrics.
- We show that the SADMM method is equivalent to the SDR applied to the optimization problem in equation (1.1.6).
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- We provide a numerical comparison of SDR with several methods available in the literature in a total variation image reconstruction problem.
- We also illustrate the efficiency of SADMM by comparing its numerical performance in an academical sparse minimization example.


## Chapter 3

- We obtain the weak convergence of Krasnosel'skiǔ-Mann iterations governed by firmly quasinonexpansive and averaged operators in the space ( $\operatorname{ran} V,\langle\cdot \mid V \cdot\rangle$ ).
- We generalize VMPDS (Algorithm 1.1.7) including critical preconditioners (i.e. linear operators $\Sigma$ and $\Upsilon$ such that $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|^{2} \leq 1$ ) and relaxation parameters. We obtain the weak convergence of a shadow sequence of the VMPDS method in the range of a linear suitable operator.
- We provide a detailed analysis of the case $L=$ Id in Problem 1.1.2 and relations of primal-dual algorithms with the relaxed Douglas-Rachford splitting (DRS). We give a primal-dual version with preconditioners of DRS derived from VMPDS when $L=\mathrm{Id}$.
- We provide a numerical experiment on total variation image reconstruction. With that experiment, we illustrate the advantages of using critical preconditioners and relaxation steps.


## Chapter 4

- We derive a formula for the resolvent of the parallel composition in a real Hilbert space with non-standard metrics under mild assumptions.
- We also derive a formula for the proximity operator of the infimal postcomposition in a real Hilbert space with non-standard metrics under mild assumptions.
- By using a generalization of the proximity operator, we derive a generalization of Moreau's decomposition for composite maximally monotone operators and subdifferentials of composite convex functions.


### 1.2.2 Case II

In the second part, we aim at solving numerically Problem 1.1.9 in the cases $B_{3}=0$ and $N_{V}=\mathcal{H}$, presented in chapters 5 and 6 , respectively. Each chapter contains an introduction and an article self contained. The main contributions of this part are:

## Chapter 5

- We propose a splitting algorithm which fully exploits the structure and the operators's properties in Problem 1.1.9 when $B_{3}=0$. We generalize the Spingarn's splitting with constant step size [59], the FPFS Algorithm 1.1.12 [14], and the FPS Algorithm 1.1.11 [13].
- By using product space techniques, we apply our algorithm to solve composite primal-dual inclusion involving Lipschitzian-monotone operators, cocoercive operators, and a normal cone to a closed vector subspace.
- We derive an algorithm for solving convex composite optimization problems under vector subspace constraints.
- We implement our method in a TV-regularized least-squares problem with constraints. We compare it performance with previous methods in the literature.


## Chapter 6

- We derive a fully split method for solving Problem 1.1 .9 when $V=\mathcal{H}$, which takes advantage of the intrinsic properties of the operators. In particular instances we recover the FB method (Algorithm 1.1.10), the Tseng's splitting [61], and the FBHF method (Algorithm 1.1.13) proposed in [17].
- We derive an algorithm for solving optimization problems involving convex Gâteaux differentiable functions, linear compositions, and Gâteaux differentiable nonlinear convex constraints.
- We compare numerically our method with previous methods in literature. We test it in a regularized least-squares problem with constraints, illustrating the efficiency of our method.
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### 1.3 Notation

Throughout this thesis $\mathcal{H}$ and $\mathcal{G}$ are real Hilbert spaces with the scalar product $\langle\cdot \mid \cdot\rangle$ and associated norm $\|\cdot\|$. The identity operator on $\mathcal{H}$ is denoted by Id. The symbols $\rightarrow$ and $\rightarrow$ denote the weak and strong convergence, respectively. Let $D \subset \mathcal{H}$ be non-empty and let $T: D \rightarrow \mathcal{H}$. The set of fixed points of $T$ is $\operatorname{Fix} T=\{x \in D \mid x=T x\}$. Let $\beta \in] 0,+\infty[$. The operator $T$ is $\beta$-cocoercive if

$$
\begin{equation*}
(\forall x \in D)(\forall y \in D) \quad\langle x-y \mid T x-T y\rangle \geq \beta\|T x-T y\|^{2}, \tag{1.3.1}
\end{equation*}
$$

it is $\beta$-Lipschitzian if

$$
\begin{equation*}
(\forall x \in D)(\forall y \in D) \quad\|T x-T y\| \leq \beta\|x-y\| \tag{1.3.2}
\end{equation*}
$$

it is nonexpansive if it is 1-Lipschitzian, it is firmly nonexpansive if

$$
\begin{equation*}
(\forall x \in D)(\forall y \in D) \quad\|T x-T y\|^{2} \leq\|x-y\|^{2}-\|(\operatorname{Id}-T) x-(\operatorname{Id}-T) y\|^{2} \tag{1.3.3}
\end{equation*}
$$

it is firmly quasinonexpansive if

$$
(x \in D)(y \in \operatorname{Fix} T) \quad\|T x-y\|^{2} \leq\|x-y\|^{2}-\|T x-x\|^{2},
$$

and it is $\beta$-strongly monotone if

$$
(\forall x \in D)(\forall y \in D) \quad\langle x-y \mid T x-T y\rangle \geq \beta\|x-y\|^{2} .
$$

Let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a set-valued operator. The domain, range, graph, and zeros of $A$ are $\operatorname{dom} A=\{x \in \mathcal{H} \mid A x \neq \varnothing\}$, $\operatorname{ran} A=\{u \in \mathcal{H} \mid(\exists x \in \mathcal{H}) u \in A x\}$, gra $A=$ $\{(x, u) \in \mathcal{H} \times \mathcal{H} \mid u \in A x\}$, and $\operatorname{zer} A=\{x \in \mathcal{H} \mid 0 \in A x\}$, respectively. The inverse of $A$ is $A^{-1}: u \mapsto\{x \in \mathcal{H} \mid u \in A x\}$. The operator $A$ is monotone if, for every $(x, u)$ and $(y, v)$ in gra $A$, we have $\langle x-y \mid u-v\rangle \geq 0$ and $A$ is maximally monotone if it is monotone and its graph is maximal in the sense of inclusions among the graphs of monotone operators. The resolvent of a maximally monotone operator $A$ is $J_{A}=(\operatorname{Id}+A)^{-1}$, which is firmly nonexpansive and satisfies Fix $J_{A}=\operatorname{zer} A$. The partial inverse of $A$ with respect to a closed vector subspace $V$ of $\mathcal{H}$, denoted by $A_{V}$, is defined by

$$
\begin{equation*}
\left(\forall(x, y) \in \mathcal{H}^{2}\right) \quad y \in A_{V} x \quad \Leftrightarrow \quad\left(P_{V} y+P_{V^{\perp}} x\right) \in A\left(P_{V} x+P_{V^{\perp}} y\right) . \tag{1.3.4}
\end{equation*}
$$

Note that $A_{\mathcal{H}}=A$ and $A_{\{0\}}=A^{-1}$. Given a linear bounded operator $L: \mathcal{H} \rightarrow \mathcal{G}$, we denote its adjoint by $L^{*}: \mathcal{G} \rightarrow \mathcal{H}$, its kernel by ker $L$, and its range by $\operatorname{ran} L$, and if $\operatorname{ran} L$ is closed, its Moore-Penrose inverse by

$$
\begin{equation*}
L^{\dagger}: \mathcal{G} \rightarrow \mathcal{H}: y \mapsto P_{C_{y}} 0, \tag{1.3.5}
\end{equation*}
$$

where $C_{y}=\left\{x \in \mathcal{H} \mid L^{*} L x=L^{*} y\right\}$. If $L^{*} L$ is invertible, we have [3, Example 3.29]

$$
\begin{equation*}
L^{\dagger}=\left(L^{*} L\right)^{-1} L^{*} \tag{1.3.6}
\end{equation*}
$$

For every self-adjoint monotone linear operator $U: \mathcal{H} \rightarrow \mathcal{H}$, we define $\|\cdot\|_{U}=\sqrt{\langle\cdot \mid \cdot\rangle_{U}}$, where $\langle\cdot \mid \cdot\rangle_{U}:(x, y) \rightarrow\langle x \mid U y\rangle$ is bilinear, positive semi-definite, symmetric. For every $x$ and $y$ in $\mathcal{H}$, we have

$$
\begin{equation*}
\|x-y\|_{U}^{2}=\|x\|_{U}^{2}-2\langle x \mid y\rangle_{U}+\|y\|_{U}^{2} . \tag{1.3.7}
\end{equation*}
$$

We denote by $\Gamma_{0}(\mathcal{H})$ the class of proper lower semicontinuous convex functions $f: \mathcal{H} \rightarrow$ $]-\infty,+\infty]$. Let $f \in \Gamma_{0}(\mathcal{H})$. The Fenchel conjugate of $f$ is defined by $f^{*}: u \mapsto \sup _{x \in \mathcal{H}}(\langle x \mid u\rangle-$ $f(x)), f^{*} \in \Gamma_{0}(\mathcal{H})$, the subdifferential of $f$ is the maximally monotone operator $\partial f: x \mapsto$ $\{u \in \mathcal{H} \mid(\forall y \in \mathcal{H}) f(x)+\langle y-x \mid u\rangle \leq f(y)\},(\partial f)^{-1}=\partial f^{*}$, and we have that zer $\partial f$ is the set of minimizers of $f$, which is denoted by $\arg \min _{x \in \mathcal{H}} f$. Given a strongly monotone self-adjoint linear operator $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$, we denote by

$$
\begin{equation*}
\operatorname{prox}_{f}^{r}: x \mapsto \underset{y \in \mathcal{H}}{\arg \min }\left(f(y)+\frac{1}{2}\|x-y\|_{r}^{2}\right), \tag{1.3.8}
\end{equation*}
$$

and by $\operatorname{prox}_{f}=\operatorname{prox}_{f}^{\mathrm{Id}}$. We have $\operatorname{prox}_{f}^{\Upsilon}=J_{\Upsilon^{-1} \partial f}[3$, Proposition 24.24(i)] and it is single valued since the objective function in (1.3.8) is strongly convex. Moreover, it follows from [3, Proposition 24.24] that

$$
\begin{equation*}
\operatorname{prox}_{f}^{\Upsilon}=\operatorname{Id}-\Upsilon^{-1} \operatorname{prox}_{f^{*}}^{\Upsilon^{-1}} \Upsilon=\Upsilon^{-1}\left(\operatorname{Id}-\operatorname{prox}_{f^{*}}^{\Upsilon^{-1}}\right) \Upsilon \tag{1.3.9}
\end{equation*}
$$

Given a non-empty set $C \subset \mathcal{H}$, we denote by $\overline{\operatorname{span}} C$ the closed span of $C$, by cone $C$ its conical hull. Let $C$ be a non-empty closed convex subset of $\mathcal{H}$. We denote by sri $C=$ $\{x \in C \mid$ cone $(C-x)=\overline{\operatorname{span}}(C-x)\}$ its strong relative interior, by $\iota_{C} \in \Gamma_{0}(\mathcal{H})$ the indicator function of $C$, which takes the value 0 in $C$ and $+\infty$ otherwise, by $P_{C}^{U}=\operatorname{prox}_{\iota_{C}}^{U}$ the projection onto $C$ with respect to $\left(\mathcal{H},\langle\cdot \mid \cdot\rangle_{U}\right)$, and we denote $P_{C}=P_{C}^{\mathrm{Id}}$. For further properties of monotone operators, nonexpansive mappings, and convex analysis, the reader is referred to [3].
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## Part I

## Primal-Dual Algorithms with Critical Step-Sizes when $B_{2}=B_{3}=0$ and $V=\mathcal{H}$.

## Preface to Part I

In this first part we aim at solving the Problem 1.1.2 proposing a generalization of PDS (Algorithm 1.1.6) including critical pre-conditioners and non-standard metrics.

In Chapter 2 we present the Split Douglas-Rachford algorithm (SDR) and we prove its convergence to a solution to Problem 1.1.2. We also show the relation of SDR with the PDS including critical pre-conditioners and non-standard metrics without relaxation parameters. Additionally, by applying the SDR algorithm to a particular optimization dual problem we derive the Split ADMM algorithm. We include numerical experiments.

In Chapter 3 we study the Primal-Dual Algorithm with critical pre-conditioners and non-standard metrics in the range of a linear operator, including relaxation parameters. We obtain a solution to Problem 1.1.2 through the convergence of a shadow sequence. Additionally, we deduce the convergence of the Douglas-Rachford algorithm with nonstandard metrics. We provide some numerical simulations.

In Chapter 4 we obtain a formula for the resolvent of the parallel composition and the proximity operator of the infimal postcomposition, under mild assumptions. These operations arise, for example, in Chapter 2 when we derive Split ADMM.

## Chapter 2

## Primal-Dual Algorithm with Critical Step-Sizes

### 2.1 Introduction and Main Results

In this chapter we aim at solving the following problem.
Problem 2.1.1. Let $\mathcal{H}$ and $\mathcal{G}$ be real Hilbert spaces, let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ and $B: \mathcal{G} \rightarrow 2^{\mathcal{G}}$ be maximally monotone operators, and let $L: \mathcal{H} \rightarrow \mathcal{G}$ be a non-zero linear bounded operator. The problem is to find $(x, u) \in \boldsymbol{Z}$, where

$$
\begin{equation*}
\boldsymbol{Z}=\left\{(x, u) \in \mathcal{H} \times \mathcal{G} \mid 0 \in A x+L^{*} u, 0 \in B^{-1} u-L x\right\} \tag{2.1.1}
\end{equation*}
$$

is assumed to be non-empty.
This problem arises naturally in several problems in partial differential equations coming from mechanical problems [35, 38, 39], differential inclusions [2, 53], game theory [13], among other disciplines.

In order to solve Problem 2.1.1 we propose the following algorithm.
Algorithm 2.1.2 (Split-Douglas-Rachford (SDR)). In the context of Problem 2.1.1, let $\left(x_{0}, u_{0}\right) \in \mathcal{H} \times \mathcal{G}$, let $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ be strongly monotone self-adjoint linear operators such that $U=\Upsilon^{-1}-L^{*} \Sigma L$ is monotone. Consider the recurrence:

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
v_{n}=\Sigma\left(\operatorname{Id}-J_{\Sigma^{-1} B}\right)\left(L x_{n}+\Sigma^{-1} u_{n}\right)  \tag{2.1.2}\\
z_{n}=x_{n}-\Upsilon L^{*} v_{n} \\
x_{n+1}=J_{\Upsilon A} z_{n} \\
u_{n+1}=\Sigma L\left(x_{n+1}-x_{n}\right)+v_{n}
\end{array}\right.
$$

We obtain the following convergence result.

Theorem 2.1.3. In the context of Problem 2.1.1, let $\left(x_{0}, u_{0}\right) \in \mathcal{H} \times \mathcal{G}$ and consider the sequence $\left(\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ defined by the Algorithm 2.1.2. Then, the following assertions hold:

1. $\sum_{n \geq 1}\left\|x_{n+1}-x_{n}\right\|^{2}<+\infty$ and $\sum_{n \geq 1}\left\|u_{n+1}-u_{n}\right\|^{2}<+\infty$.
2. There exists $(\hat{x}, \hat{u}) \in \boldsymbol{Z}$ such that $\left(x_{n}, u_{n}\right) \rightharpoonup(\hat{x}, \hat{u})$ in $\mathcal{H} \oplus \mathcal{G}$.

We show that VMPDS (Algorithm 1.1.7) can be deduced from SDR and its convergence is extended to operators $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ such that $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|^{2} \leq 1$. In this chapter we also present the following proposition which shows the reduction of Algorithm 2.1.2 to DRS (see Algorithm 1.1.4) in the case when $\operatorname{ran} L=\mathcal{G}$.

Proposition 2.1.4. In the context of Problem 2.1.1, assume $\operatorname{ran} L=\mathcal{G}$ and set $\Sigma=$ $\left(L \Upsilon L^{*}\right)^{-1}$. Then, Algorithm 2.1.2 with starting point $\left(x_{0}, u_{0}\right) \in \mathcal{H} \times \mathcal{G}$ reduces to the recurrence

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad z_{n+1}=J_{\Upsilon L^{*} B L}\left(2 J_{\Upsilon A} z_{n}-z_{n}\right)+z_{n}-J_{\Upsilon A} z_{n} \tag{2.1.3}
\end{equation*}
$$

where $z_{0}=x_{0}-\Upsilon L^{*} \Sigma\left(\operatorname{Id}-J_{\Sigma^{-1} B}\right)\left(L x_{0}+\Sigma^{-1} u_{0}\right)$.
Proposition 2.1.4 motivates us to derive an explicit computation of $J_{\tau L^{*} B L}$ and the resolvent of the parallel composition studied in Chapter 4.

In the optimization context, we present the following problems in order to apply the SDR algorithm to the dual problem on equation $(D)$ to derive the Split-Alternating Direction Method of Multipliers (SADMM).

Problem 2.1.5. Let $\mathcal{H}, \mathcal{G}$, and $\mathcal{K}$ be real Hilbert spaces. Let $g \in \Gamma_{0}(\mathcal{K})$, let $f \in \Gamma_{0}(\mathcal{H})$, and let $T: \mathcal{K} \rightarrow \mathcal{G}$ and $K: \mathcal{G} \rightarrow \mathcal{H}$ be non-zero bounded linear operators such that $\operatorname{ran} T^{*} \cap \operatorname{dom} g^{*} \neq \varnothing$. Consider the following optimization problem

$$
\begin{equation*}
\min _{y \in \mathcal{K}}(g(y)+f(K T y)) \tag{P}
\end{equation*}
$$

together with the associated Fenchel-Rockafellar dual

$$
\begin{equation*}
\min _{x \in \mathcal{H}}\left(f^{*}(x)+g^{*}\left(-T^{*} K^{*} x\right)\right) . \tag{D}
\end{equation*}
$$

Moreover, consider the following Fenchel-Rockafellar dual problem associated to ( $D$ )

$$
\begin{equation*}
\min _{u \in \mathcal{G}}\left(\left(g^{*} \circ-T^{*}\right)^{*}(u)+f(-K u)\right) \tag{*}
\end{equation*}
$$

We denote by $S_{P}, S_{D}$, and $S_{P^{*}}$ the set of solutions to $(P),(D)$, and $\left(P^{*}\right)$, respectively.
The proposed SADMM iterates as follows.

Algorithm 2.1.6 (Split-Alternating Direction Method of Multipliers (SADMM)). In the context of Problem 2.2.10, let $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ be strongly monotone self-adjoint linear operators such that $\Sigma^{-1}-K^{*} \Upsilon K$ is monotone, let $p_{0} \in \mathcal{K}$, and let $\left(q_{0}, x_{0}\right) \in \mathcal{H} \times \mathcal{H}$. Consider, the sequences defined by the recurrence

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
y_{n}=x_{n}+\Upsilon\left(K T p_{n}-q_{n}\right)  \tag{2.1.4}\\
p_{n+1} \in \underset{p \in \mathcal{K}}{\arg \min }\left(g(p)+\frac{1}{2}\left\|T p-\left(T p_{n}-\Sigma K^{*} y_{n}\right)\right\|_{\Sigma^{-1}}^{2}\right) \\
q_{n+1}=\operatorname{prox}_{f}^{\Upsilon}\left(\Upsilon^{-1} x_{n}+K T p_{n+1}\right) \\
x_{n+1}=x_{n}+\Upsilon\left(K T p_{n+1}-q_{n+1}\right) .
\end{array}\right.
$$

We obtain the following result which establishes the relation between SDR applied to $(D)$ and SADMM and the weak convergence of SADMM.

Theorem 2.1.7. In the context of Problem 2.1.5, suppose that there exists $(x, u) \in \mathcal{H} \times \mathcal{G}$ such that

$$
\left\{\begin{array}{l}
0 \in \partial f^{*}(\hat{x})+K \hat{u} \\
0 \in \partial\left(g^{*} \circ-T^{*}\right)^{*}(\hat{u})-K^{*} \hat{x}
\end{array}\right.
$$

set

$$
\begin{equation*}
A=\partial f^{*}, \quad B=\partial\left(g^{*} \circ\left(-T^{*}\right)\right), \quad \text { and } \quad L=K^{*} \tag{2.1.5}
\end{equation*}
$$

and assume that $0 \in \operatorname{sri}\left(\operatorname{dom} g^{*}-\operatorname{ran} T^{*}\right)$. Then, $\left(p_{n}\right)_{n \in \mathbb{N}}$ defined in (2.1.4) exists and the following statements hold.

1. (SDR reduces to $S A D M M)$ Let $\left(\tilde{x}_{n}\right)_{n \in \mathbb{N}},\left(\tilde{u}_{n}\right)_{n \in \mathbb{N}}$, and $\left(\tilde{v}_{n}\right)_{n \in \mathbb{N}}$ be the sequences generated by Algorithm 2.1.2 and set

$$
(\forall n \in \mathbb{N}) \quad\left\{\begin{array}{l}
\tilde{p}_{n+1} \in T^{-1}\left(-\tilde{v}_{n}\right)  \tag{2.1.6}\\
\tilde{q}_{n+1}=\Upsilon^{-1}\left(\tilde{x}_{n}-\tilde{x}_{n+1}-\Upsilon K \tilde{v}_{n}\right)
\end{array}\right.
$$

Moreover, set $p_{1} \in \mathcal{K}$ such that $T p_{1}=T \tilde{p}_{1}$, and $q_{1}=\tilde{q}_{1}, x_{1}=\tilde{x}_{1}$. Then, sequences $\left(p_{n}\right)_{n \geq 1},\left(q_{n}\right)_{n \geq 1}$, and $\left(x_{n}\right)_{n \geq 1}$ generated by Algorithm 2.1.6 satisfy, for every $n \geq 1$, $T \tilde{p}_{n}=T p_{n}, \tilde{q}_{n}=q_{n}$, and $\tilde{x}_{n}=x_{n}$.
2. (SADMM reduces to SDR) Let $\left(p_{n}\right)_{n \geq 1},\left(q_{n}\right)_{n \geq 1}$, and $\left(x_{n}\right)_{n \geq 1}$ be sequences generated by Algorithm 2.1.6 and define

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad u_{n+1}=\Sigma K^{*}\left(x_{n+1}-x_{n}\right)-T p_{n+1} . \tag{2.1.7}
\end{equation*}
$$

Moreover, set $\tilde{x}_{0}=x_{1}, \tilde{u}_{0}=u_{1}$, and let $\left(\tilde{x}_{n}\right)_{n \in \mathbb{N}}$ and $\left(\tilde{u}_{n}\right)_{n \in \mathbb{N}}$ be the sequences generated by Algorithm 2.1.2. Then, for all $n \in \mathbb{N}, \tilde{x}_{n}=x_{n+1}$ and $\tilde{u}_{n}=u_{n+1}$.
3. Let $\left(p_{n}\right)_{n \in \mathbb{N}},\left(q_{n}\right)_{n \in \mathbb{N}}$, and $\left(x_{n}\right)_{n \in \mathbb{N}}$ be sequences generated by Algorithm 2.1.6. Then, the following hold:
(a) There exists $(\hat{y}, \hat{x}, \hat{u}) \in S_{P} \times S_{D} \times S_{P^{*}}$ such that $\left(x_{n},-T p_{n}, q_{n}\right) \rightharpoonup(\hat{x}, \hat{u},-K \hat{u})$ and $\hat{u}=-T \hat{y}$.
(b) Suppose that $\operatorname{ran} T^{*}=\mathcal{K}$. Then, there exists $\hat{y} \in S_{P}$ such that $p_{n} \rightharpoonup \hat{y}$.

We show that SADMM algorithm can be reduced to the ADMM algorithm (Algorithm 1.1.8) including preconditioners. We also present a version of SADMM which allows to deal with more general formulations involving two linear operators as in (1.1.14).

We finalize this chapter with numerical experiments. First, we present a comparison of SDR with several methods available in the literature in a total variation image reconstruction problem. Later we illustrate the efficiency of SADMM in an academical example.

### 2.2 Article: Split-Douglas-Rachford Algorithm for Composite Monotone Inclusions and Split-ADMM ${ }^{1}$

Abstract In this paper we provide a generalization of the Douglas-Rachford splitting (DRS) and the primal-dual algorithm [25,56] for solving monotone inclusions in a real Hilbert space involving a general linear operator. The proposed method allows for primal and dual non-standard metrics and activates the linear operator separately from the monotone operators appearing in the inclusion. In the simplest case when the linear operator has full range, it reduces to classical DRS. Moreover, the weak convergence of primal-dual sequences to a Kuhn-Tucker point is guaranteed, generalizing the main result in [54]. Inspired by [35], we also derive a new Split-ADMM (SADMM) by applying our method to the dual of a convex optimization problem involving a linear operator which can be expressed as the composition of two linear operators. The proposed SADMM activates one linear operator implicitly and the other one explicitly, and we recover ADMM when the latter is set as the identity. Connections and comparisons of our theoretical results with respect to the literature are provided for the main algorithm and SADMM. The flexibility and efficiency of both methods is illustrated via a numerical simulations in total variation image restoration and a sparse minimization problem.

### 2.2.1 Introduction

In this paper we focus on a splitting algorithm for solving the following primal-dual monotone inclusion.

[^1]Problem 2.2.1. Let $\mathcal{H}$ and $\mathcal{G}$ be real Hilbert spaces, let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ and $B: \mathcal{G} \rightarrow 2^{\mathcal{G}}$ be maximally monotone operators, and let $L: \mathcal{H} \rightarrow \mathcal{G}$ be a non-zero linear bounded operator. The problem is to find $(\hat{x}, \hat{u}) \in \boldsymbol{Z}$, where

$$
\begin{equation*}
\boldsymbol{Z}=\left\{(\hat{x}, \hat{u}) \in \mathcal{H} \times \mathcal{G} \mid 0 \in A \hat{x}+L^{*} \hat{u}, 0 \in B^{-1} \hat{u}-L \hat{x}\right\} \tag{2.2.1}
\end{equation*}
$$

is assumed to be non-empty.
This problem arises naturally in several problems in partial differential equations coming from mechanical problems [35, 38, 39], differential inclusions [2, 53], game theory [13], among other disciplines. The set $\boldsymbol{Z}$ is the collection of Kuhn-Tucker points [3, Problem 26.30], which is also known as extended solution set (see, e.g., [26] and [31, 54] for the case when $L=\mathrm{Id}$ ).

It follows from [12, Proposition 2.8] that any solution $(\hat{x}, \hat{u})$ to Problem 2.2.1 satisfies that $\hat{x}$ is a solution to the primal inclusion

$$
\begin{equation*}
\text { find } \quad x \in \mathcal{H} \quad \text { such that } \quad 0 \in A x+L^{*} B L x \tag{2.2.2}
\end{equation*}
$$

and $\hat{u}$ is solution to the dual inclusion

$$
\begin{equation*}
\text { find } \quad u \in \mathcal{G} \quad \text { such that } \quad 0 \in B^{-1} u-L A^{-1}\left(-L^{*} u\right) \text {. } \tag{2.2.3}
\end{equation*}
$$

Conversely, if $\hat{x}$ is a solution to (2.2.2) then there exists $\tilde{u}$ solution to (2.2.3) such that $(\hat{x}, \tilde{u}) \in \boldsymbol{Z}$ and the dual argument also holds. In the particular case when $A=\partial f$ and $B=\partial g^{*}$, for proper convex lower semicontinuous functions $\left.\left.f: \mathcal{H} \rightarrow\right]-\infty,+\infty\right]$ and $g: \mathcal{G} \rightarrow]-\infty,+\infty]$, any solution $\hat{x}$ to (2.2.2) is a solution to the primal convex optimization problem

$$
\begin{equation*}
\min _{x \in \mathcal{H}}(f(x)+g(L x)), \tag{2.2.4}
\end{equation*}
$$

any solution $\hat{u}$ to (2.2.3) is a solution to the dual problem

$$
\begin{equation*}
\min _{u \in \mathcal{G}}\left(g^{*}(u)+f^{*}\left(-L^{*} u\right)\right) \tag{2.2.5}
\end{equation*}
$$

and the converse holds under standard qualification conditions (see, e.g., [12]). Problems (2.2.4) and (2.2.5) model several image processing problems as image restoration and denoising [19, 22, 27, 43, 47, 51], traffic theory [11, 34, 37], among others.

In the case when $L=\mathrm{Id}$, Problem 2.2.1 is solved by the Douglas-Rachford splitting (DRS) [42], which is a classical algorithm inspired from a numerical method for solving linear systems appearing in discretizations of PDEs [28]. Given $z_{0} \in \mathcal{H}$ and $\tau>0$, DRS generates the sequence $\left(z_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{H}$ via the recurrence

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad z_{n+1}=J_{\tau B}\left(2 J_{\tau A} z_{n}-z_{n}\right)+z_{n}-J_{\tau A} z_{n} \tag{2.2.6}
\end{equation*}
$$

and $z_{n} \rightharpoonup \hat{z}$ for some $\hat{z} \in \mathcal{H}$ such that $J_{\tau A} \hat{z}$ is a zero of $A+B$ [42, Theorem 1$]$, where we denote the resolvent of $M: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ by $J_{M}=(\operatorname{Id}+M)^{-1}$. Under additional assumptions, such as weak lower semicontinuity of $J_{\tau A}$ or maximal monotonicity of $A+B$, the weak convergence of the shadow sequence $\left(J_{\tau A} z_{n}\right)_{n \in \mathbb{N}}$ to a zero of $A+B$ is guaranteed in [42, Theorem 1]. More than thirty years later, the weak convergence of the shadow sequence to a solution is proved in [54] without any further assumption.

In the general case when $L \neq \mathrm{Id}$, a drawback of DRS is that the maximal monotonicity of $L^{*} B L$ is needed in order to ensure the weak convergence of $\left(z_{n}\right)_{n \in \mathbb{N}}$ and the computation of its resolvent at each iteration usually leads to sub-iterations, at exception of very particular cases. Several algorithms in the literature including $[4,5,6,12,14,56]$ split the influence of the linear operator $L$ from the monotone operators, avoiding sub-iterations. In particular, we highlight the primal-dual splitting (PDS) proposed in [56], which generates a sequence in $\mathcal{H} \times \mathcal{G}$ via the recurrence

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
x_{n+1}=J_{\tau A}\left(x_{n}-\tau L^{*} v_{n}\right)  \tag{2.2.7}\\
v_{n+1}=J_{\sigma B^{-1}}\left(v_{n}+\sigma L\left(2 x_{n+1}-x_{n}\right)\right),
\end{array}\right.
$$

for some initial point $\left(x_{0}, v_{0}\right) \in \mathcal{H} \times \mathcal{G}$ and strictly positive step-sizes satisfying $\tau \sigma\|L\|^{2}<1$.
In the context of convex optimization, it is well known that DRS applied to (2.2.5) leads to the alternating direction method of multipliers (ADMM) [35, 36, 38], whose first step needs sub-iterations in general. This drawback is overcome by the splitting methods proposed in $[4,5,6,14,20,41,45]$. In particular, the algorithm proposed in [20] coincides with PDS in (2.2.7) in the optimization setting and its convergence is guaranteed if $\tau \sigma\|L\|^{2}<1$. In [25], the convergence of the sequences generated by (2.2.7) with stepsizes satisfying the limit condition $\tau \sigma\|L\|^{2}=1$ is studied in finite dimensions. This limit case is important because the algorithm improves its efficiency as the parameters approach the boundary (see Section 2.2.5.1), it has the advantage of tuning only one parameter, and the algorithm reduces to DRS and ADMM when $L=\operatorname{Id}$ and $\tau \sigma=1$ [20, Section 4.2]. Furthermore, a preconditioned version of (2.2.7) in the optimization context is proposed in [48]. In this extension, $\tau$ Id and $\sigma$ Id are generalized to strongly monotone self-adjoint linear operators $\Upsilon$ and $\Sigma$, respectively, and the convergence is guaranteed under the condition $\left\|\Sigma^{\frac{1}{2}} L T^{\frac{1}{2}}\right\|<1$. A preconditioned version of (2.2.7) for monotone inclusions is derived in [24].

In this paper we propose and study the following splitting algorithm for solving Problem 2.2.1, which is a generalization of DRS when $L \neq \mathrm{Id}$ and of $[24,56]$.

Algorithm 2.2.2 (Split-Douglas-Rachford (SDR)). In the context of Problem 2.2.1, let $\left(x_{0}, u_{0}\right) \in \mathcal{H} \times \mathcal{G}$, let $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ be strongly monotone self-adjoint linear
operators such that $U=\Upsilon^{-1}-L^{*} \Sigma L$ is monotone. Consider the recurrence:

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
v_{n}=\Sigma\left(\operatorname{Id}-J_{\Sigma^{-1} B}\right)\left(L x_{n}+\Sigma^{-1} u_{n}\right)  \tag{2.2.8}\\
z_{n}=x_{n}-\Upsilon L^{*} v_{n} \\
x_{n+1}=J_{\Upsilon A} z_{n} \\
u_{n+1}=\Sigma L\left(x_{n+1}-x_{n}\right)+v_{n}
\end{array}\right.
$$

Note that Algorithm 2.2.2 splits the influence of the linear operator from the monotone operators and, by storing $\left(L x_{n}\right)_{n \in \mathbb{N}}$, only one activation of $L$ is needed at each iteration. Moreover, in the case when $\operatorname{ran} L=\mathcal{G}$, we prove in Proposition 2.2.8 that (2.2.8) reduces to a preconditioned version of DRS in (2.2.6), in which case $J_{\Upsilon L^{*} B L}$ has a closed formula depending on the resolvent of $B$. Other preconditioned versions of DRS are used for solving structured convex optimization problems in $[6,8,10,58]$, but they do not reduce to DRS when $L=\mathrm{Id}$. Without any further assumptions than those in Problem 2.2.1, we guarantee the weak convergence of the sequence $\left(\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ generated by Algorithm 2.2 .2 to a point in $\boldsymbol{Z}$, generalizing the result in [54] to the case when $L \neq \mathrm{Id}$. In the particular case when $\left\|\Sigma^{\frac{1}{2}} L T^{\frac{1}{2}}\right\|<1$, we obtain a reduction of Algorithm 2.2.2 to the preconditioned PDS in [48] and, when $\left\|\Sigma^{\frac{1}{2}} L T^{\frac{1}{2}}\right\|=1$, we generalize [25, Theorem 3.3] to monotone inclusions and infinite dimensions considering non-standard metrics. We also provide a numerical comparison of Algorithm 2.2.2 with several methods available in the literature in a total variation image reconstruction problem.

Another contribution of this manuscript is a generalization of ADMM in the convex optimization context, by applying Algorithm 2.2.2 to the dual problem of (2.2.4) when $L=K T$, for some non-trivial linear operators $T$ and $K$. This splitting, called SplitADMM (SADMM), allows us to solve (2.2.4) by activating $T$ implicitly and $K$ explicitly. SADMM reduces to the classical ADMM in the case when $K=\mathrm{Id}, \Sigma=\sigma \mathrm{Id}$, and $\Upsilon=\tau \mathrm{Id}$ and, in the case when $T=\mathrm{Id}$, it is a fully explicit algorithm which splits the influence of the linear operator in the first step of ADMM. We prove the weak convergence of SADMM, generalizing results in $[29,35,36]$. We also prove the equivalence between SDR and SADMM, generalizing some results in $[1,29,35,36,46]$ to the case when $L \neq \mathrm{Id}$. In addition, we provide a version of SADMM able to deal with two linear operators as in [9]. The resulting method is a non-standard metric version of several ADMM-type algorithms in $[4,9,52,59]$ and it can be seen as an augmented Lagrangian method with a non-standard metric. We also illustrate the efficiency of SADMM by comparing its numerical performance in an academical sparse minimization example in which the matrix $L$ be factorized as $L=K T$ from its singular value decomposition (SVD). We show that the computational time may be drastically reduced by using SADMM with a suitable factorization of $L$.

The paper is organized as follows. In Section 2.2.2 we set our notation. In Section 2.2.3 we provide the proof of convergence of SDR and we connect our results with the literature. In Section 2.2 .4 we derive the SADMM, we provide several theoretical results, and we
compare them with the literature in convex optimization. Finally, in Section 2.2.5 we provide numerical simulations illustrating the efficiency of SDR and SADMM.

### 2.2.2 Notations and Preliminaries

Throughout this paper $\mathcal{H}$ and $\mathcal{G}$ are real Hilbert spaces with the scalar product $\langle\cdot \mid \cdot\rangle$ and associated norm $\|\cdot\|$. The identity operator on $\mathcal{H}$ is denoted by Id. Given a linear bounded operator $L: \mathcal{H} \rightarrow \mathcal{G}$, we denote its adjoint by $L^{*}: \mathcal{G} \rightarrow \mathcal{H}$, its kernel by ker $L$, and its range by ran $L$. The symbols - and $\rightarrow$ denote the weak and strong convergence, respectively. Let $D \subset \mathcal{H}$ be non-empty and let $T: D \rightarrow \mathcal{H}$. The set of fixed points of $T$ is Fix $T=\{x \in D \mid x=T x\}$. Let $\beta \in] 0,+\infty[$. The operator $T$ is $\beta$-strongly monotone if, for every $x$ and $y$ in $D$, we have $\langle x-y \mid T x-T y\rangle \geq \beta\|x-y\|^{2}$, it is nonexpansive if, for every $x$ and $y$ in $D$, we have $\|T x-T y\| \leq\|x-y\|$, it is firmly nonexpansive if

$$
\begin{equation*}
(\forall x \in D)(\forall y \in D) \quad\|T x-T y\|^{2} \leq\|x-y\|^{2}-\|(\operatorname{Id}-T) x-(\operatorname{Id}-T) y\|^{2} \tag{2.2.9}
\end{equation*}
$$

and it is firmly quasinonexpansive if, for every $x \in D$ and $y \in \operatorname{Fix} T$, we have $\| T x-$ $y\left\|^{2} \leq\right\| x-y\left\|^{2}-\right\| T x-x \|^{2}$. Let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a set-valued operator. The inverse of $A$ is $A^{-1}: u \mapsto\{x \in \mathcal{H} \mid u \in A x\}$. The domain, range, graph, and zeros of $A$ are $\operatorname{dom} A=\{x \in \mathcal{H} \mid A x \neq \varnothing\}$, $\operatorname{ran} A=\{u \in \mathcal{H} \mid(\exists x \in \mathcal{H}) u \in A x\}$, gra $A=$ $\{(x, u) \in \mathcal{H} \times \mathcal{H} \mid u \in A x\}$, and $\operatorname{zer} A=\{x \in \mathcal{H} \mid 0 \in A x\}$, respectively. The operator $A$ is monotone if, for every $(x, u)$ and $(y, v)$ in gra $A$, we have $\langle x-y \mid u-v\rangle \geq 0$ and $A$ is maximally monotone if it is monotone and its graph is maximal in the sense of inclusions among the graphs of monotone operators. The resolvent of a maximally monotone operator $A$ is $J_{A}=(\operatorname{Id}+A)^{-1}$, which is firmly nonexpansive and satisfies Fix $J_{A}=\operatorname{zer} A$.

For every self-adjoint monotone linear operator $U: \mathcal{H} \rightarrow \mathcal{H}$, we define $\|\cdot\|_{U}=\sqrt{\langle\cdot \mid \cdot\rangle_{U}}$, where $\langle\cdot \mid \cdot\rangle_{U}:(x, y) \rightarrow\langle x \mid U y\rangle$ is bilinear, positive semi-definite, symmetric. For every $x$ and $y$ in $\mathcal{H}$, we have

$$
\begin{equation*}
\|x-y\|_{U}^{2}=\|x\|_{U}^{2}-2\langle x \mid y\rangle_{U}+\|y\|_{U}^{2} . \tag{2.2.10}
\end{equation*}
$$

We denote by $\Gamma_{0}(\mathcal{H})$ the class of proper lower semicontinuous convex functions $f: \mathcal{H} \rightarrow$ $]-\infty,+\infty]$. Let $f \in \Gamma_{0}(\mathcal{H})$. The Fenchel conjugate of $f$ is defined by $f^{*}: u \mapsto \sup _{x \in \mathcal{H}}(\langle x \mid u\rangle-$ $f(x)), f^{*} \in \Gamma_{0}(\mathcal{H})$, the subdifferential of $f$ is the maximally monotone operator $\partial f: x \mapsto$ $\{u \in \mathcal{H} \mid(\forall y \in \mathcal{H}) f(x)+\langle y-x \mid u\rangle \leq f(y)\},(\partial f)^{-1}=\partial f^{*}$, and we have that zer $\partial f$ is the set of minimizers of $f$, which is denoted by $\arg \min _{x \in \mathcal{H}} f$. Given a strongly monotone self-adjoint linear operator $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$, we denote by

$$
\begin{equation*}
\operatorname{prox}_{f}^{r}: x \mapsto \underset{y \in \mathcal{H}}{\arg \min }\left(f(y)+\frac{1}{2}\|x-y\|_{r}^{2}\right), \tag{2.2.11}
\end{equation*}
$$

and by $\operatorname{prox}_{f}=\operatorname{prox}_{f}^{\text {Id }}$. We have $\operatorname{prox}_{f}^{\Upsilon}=J_{\Upsilon^{-1} \partial f}[3$, Proposition 24.24(i)] and it is single valued since the objective function in (2.2.11) is strongly convex. Moreover, it follows
from [3, Proposition 24.24] that

$$
\begin{equation*}
\operatorname{prox}_{f}^{\Upsilon}=\operatorname{Id}-\Upsilon^{-1} \operatorname{prox}_{f^{*}}^{\Upsilon^{-1}} \Upsilon=\Upsilon^{-1}\left(\operatorname{Id}-\operatorname{prox}_{f^{*}}^{\Upsilon^{-1}}\right) \Upsilon \tag{2.2.12}
\end{equation*}
$$

Given a non-empty closed convex set $C \subset \mathcal{H}$, we denote by $P_{C}$ the projection onto $C$, by $\iota_{C} \in \Gamma_{0}(\mathcal{H})$ the indicator function of $C$, which takes the value 0 in $C$ and $+\infty$ otherwise, we denote by $N_{C}=\partial \iota_{C}$ the normal cone to $C$, and by sri $C$ its strong relative interior. For further properties of monotone operators, nonexpansive mappings, and convex analysis, the reader is referred to [3].

We finish this section with a result involving monotone linear operators, which is useful for the connection of our algorithm and [48].

Proposition 2.2.3. Let $\mathcal{H}$ and $\mathcal{G}$ be real Hilbert spaces, let $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ and $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ be strongly monotone self-adjoint linear operators, and set

$$
\begin{equation*}
\boldsymbol{V}: \mathcal{H} \oplus \mathcal{G} \rightarrow \mathcal{H} \oplus \mathcal{G}:(x, u) \mapsto\left(\Upsilon^{-1} x-L^{*} u, \Sigma^{-1} u-L x\right) \tag{2.2.13}
\end{equation*}
$$

Then, the following statements are equivalent.

1. $\Upsilon^{-1}-L^{*} \circ \Sigma \circ L$ is monotone.
2. $\left\|\Sigma^{\frac{1}{2}} \circ L \circ \Upsilon^{\frac{1}{2}}\right\| \leq 1$.
3. $\left\|\Upsilon^{\frac{1}{2}} \circ L^{*} \circ \Sigma^{\frac{1}{2}}\right\| \leq 1$.
4. $\Sigma^{-1}-L \circ \Upsilon \circ L^{*}$ is monotone.
5. For every $(x, u) \in \mathcal{H} \times \mathcal{G}$,

$$
\begin{equation*}
\langle(x, u) \mid \boldsymbol{V}(x, u)\rangle \geq \max \left\{\left\|\Upsilon^{-1} u-L^{*} x\right\|_{\Gamma}^{2},\left\|\Sigma^{-1} u-L x\right\|_{\Sigma}^{2}\right\} \tag{2.2.14}
\end{equation*}
$$

Moreover, if any of the statements above holds, $\boldsymbol{V}$ is $\frac{\tau \sigma}{\tau+\sigma}$-cocoercive, where $\tau>0$ and $\sigma>0$ are the strong monotonicity constants of $\Upsilon$ and $\Sigma$, respectively.

Proof. $1 \Leftrightarrow 2$ : Since $\Sigma$ and $\Upsilon$ are strongly monotone, linear, and self-adjoint, it follows from [49, Theorem p. 265] that there exists strongly monotone, linear, self-adjoint operators $\sum^{\frac{1}{2}}$ and $\Upsilon^{\frac{1}{2}}$ such that $\Sigma=\Sigma^{\frac{1}{2}} \circ \Sigma^{\frac{1}{2}}$ and $\Upsilon=\Upsilon^{\frac{1}{2}} \circ \Upsilon^{\frac{1}{2}}$. Moreover, $\Upsilon, \Sigma, \Upsilon^{\frac{1}{2}}$, and $\Sigma^{\frac{1}{2}}$ are invertible. Hence, we have

$$
\begin{align*}
(\forall x \in \mathcal{H}) \quad\left\langle\left(\Upsilon^{-1}-L^{*} \circ \Sigma \circ L\right) x \mid x\right\rangle & =\left\|\Upsilon^{-\frac{1}{2}} x\right\|^{2}-\left\|\Sigma^{\frac{1}{2}} L x\right\|^{2} \\
& =\left\|\Upsilon^{-\frac{1}{2}} x\right\|^{2}\left(1-\frac{\left\|\Sigma^{\frac{1}{2}} L \Upsilon^{\frac{1}{2}} \Upsilon^{-\frac{1}{2}} x\right\|^{2}}{\left\|\Upsilon^{-\frac{1}{2}} x\right\|^{2}}\right) \tag{2.2.15}
\end{align*}
$$

Therefore, since $\Upsilon^{-\frac{1}{2}}$ is a bijection, by denoting $y=\Upsilon^{-\frac{1}{2}} x, 1$ yields

$$
\begin{equation*}
\left\|\Sigma^{\frac{1}{2}} \circ L \circ \Upsilon^{\frac{1}{2}}\right\|=\sup _{y \in \mathcal{H}} \frac{\left\|\Sigma^{\frac{1}{2}} L \Upsilon^{\frac{1}{2}} y\right\|}{\|y\|} \leq 1 \tag{2.2.16}
\end{equation*}
$$

The converse clearly holds by using the norm inequality in the right hand side of (2.2.15). $2 \Leftrightarrow 3$ : Clear from $\left(\Sigma^{\frac{1}{2}} \circ L \circ \Upsilon^{\frac{1}{2}}\right)^{*}=\Upsilon^{\frac{1}{2}} \circ L^{*} \circ \Sigma^{\frac{1}{2}}$. $3 \Leftrightarrow 4$ : It follows from $1 \Leftrightarrow 2$ replacing $\Sigma$ by $\Upsilon$ and $L$ by $L^{*}$, respectively. $1 \Leftrightarrow 5$ : For every $(x, u) \in \mathcal{H} \times \mathcal{G}$,

$$
\begin{align*}
\langle(x, u) \mid \boldsymbol{V}(x, u)\rangle & =\left\langle x \mid \Upsilon^{-1} x-L^{*} u\right\rangle+\left\langle u \mid \Sigma^{-1} u-L x\right\rangle \\
& =\left\langle x \mid\left(\Upsilon^{-1}-L^{*} \Sigma L\right) x\right\rangle+\langle\Sigma L x-u \mid L x\rangle+\left\langle u \mid \Sigma^{-1} u-L x\right\rangle \\
& =\left\langle x \mid\left(\Upsilon^{-1}-L^{*} \Sigma L\right) x\right\rangle+\left\|\Sigma^{-1} u-L x\right\|_{\Sigma}^{2} \tag{2.2.17}
\end{align*}
$$

and, by symmetry, we analogously obtain

$$
\begin{equation*}
\langle(x, u) \mid \boldsymbol{V}(x, u)\rangle=\left\langle u \mid\left(\Sigma^{-1}-L \Upsilon L^{*}\right) u\right\rangle+\left\|\Upsilon^{-1} x-L^{*} u\right\|_{\Upsilon}^{2} . \tag{2.2.18}
\end{equation*}
$$

Hence, it follows from 1 and (2.2.17) that $\langle(x, u) \mid \boldsymbol{V}(x, u)\rangle \geq\left\|\Sigma^{-1} u-L x\right\|_{\Sigma}^{2}$. Since 1 is equivalent to 4 , (2.2.18) yields $\langle(x, u) \mid \boldsymbol{V}(x, u)\rangle \geq\left\|\Upsilon^{-1} x-L^{*} u\right\|_{\Upsilon}^{2}$ and we obtain (2.2.14). For the converse implication it is enough to combine (2.2.17) with (2.2.14).

For the last assertion, note that (2.2.14) implies, for every $(x, u) \in \mathcal{H} \times \mathcal{G}$,

$$
\left\{\begin{array}{l}
\langle(x, u) \mid \boldsymbol{V}(x, u)\rangle \geq \tau\left\|\Upsilon^{-1} x-L^{*} u\right\|^{2}  \tag{2.2.19}\\
\langle(x, u) \mid \boldsymbol{V}(x, u)\rangle \geq \sigma\left\|\Sigma^{-1} u-L x\right\|^{2} .
\end{array}\right.
$$

By multiplying the first equation in (2.2.19) by $\lambda \in[0,1]$ and the second by $(1-\lambda)$ and summing up we obtain

$$
\begin{align*}
\langle(x, u) \mid \boldsymbol{V}(x, u)\rangle & \geq \lambda \tau\left\|\Upsilon^{-1} x-L^{*} u\right\|^{2}+(1-\lambda) \sigma\left\|\Sigma^{-1} u-L x\right\|^{2} \\
& \geq \min \{\lambda \tau,(1-\lambda) \sigma\}\|\boldsymbol{V}(x, u)\|^{2} . \tag{2.2.20}
\end{align*}
$$

The result follows by noting that $\lambda \mapsto \min \{\lambda \tau,(1-\lambda) \sigma\}$ is maximized at $\lambda^{*}=\sigma /(\tau+$ $\sigma$ ).

### 2.2.3 Convergence of Algorithm 2.2.2

Denote by $\boldsymbol{M}: \mathcal{H} \oplus \mathcal{G} \rightarrow 2^{\mathcal{H} \oplus \mathcal{G}}$ the maximally monotone operator [12, Proposition 2.7]

$$
\begin{equation*}
\boldsymbol{M}:(x, u) \mapsto\left(A x+L^{*} u\right) \times\left(B^{-1} u-L x\right) . \tag{2.2.21}
\end{equation*}
$$

For every strongly monotone self-adjoint linear operators $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ and $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$, consider the real Hilbert space $\mathcal{H}$ obtained by endowing $\mathcal{H} \times \mathcal{G}$ with the inner product $\langle\cdot \mid \cdot\rangle_{\boldsymbol{U}}$, where $\boldsymbol{U}:(x, u) \mapsto\left(\Upsilon^{-1} x, \Sigma^{-1} u\right)$. More precisely,

$$
\begin{equation*}
\langle\cdot \mid \cdot\rangle_{\boldsymbol{U}}:((x, u),(y, v)) \mapsto\left\langle x \mid \Upsilon^{-1} y\right\rangle+\left\langle u \mid \Sigma^{-1} v\right\rangle \tag{2.2.22}
\end{equation*}
$$

and we denote the associated norm by $\|\cdot\|_{\boldsymbol{U}}=\sqrt{\langle\cdot \mid \cdot\rangle_{\boldsymbol{U}}}$. Observe that, since $\Upsilon$ and $\Sigma$ are strongly monotone, the topologies of $\mathcal{H}$ and $\mathcal{H} \oplus \mathcal{G}$ are equivalent.

Proposition 2.2.4. In the context of Problem 2.2.1, let $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ be strongly monotone self-adjoint linear operators such that $U=\Upsilon^{-1}-L^{*} \Sigma L$ is monotone, and define $\boldsymbol{T}: \mathcal{H} \rightarrow \boldsymbol{\mathcal { H }}$ by

$$
\begin{equation*}
\boldsymbol{T}:\binom{x}{u} \mapsto\binom{x_{+}}{u_{+}}=\binom{J_{\Upsilon A}\left(x-\Upsilon L^{*} \Sigma\left(\operatorname{Id}-J_{\Sigma^{-1} B}\right)\left(L x+\Sigma^{-1} u\right)\right)}{\Sigma L\left(x_{+}-x\right)+\Sigma\left(\operatorname{Id}-J_{\Sigma^{-1} B}\right)\left(L x+\Sigma^{-1} u\right)} . \tag{2.2.23}
\end{equation*}
$$

Then, the following hold:

1. For every $(x, u) \in \mathcal{H}$, we have

$$
\begin{equation*}
\left(\Upsilon^{-1}\left(x-x_{+}\right), \Sigma^{-1}\left(u-u_{+}\right)\right) \in \boldsymbol{M}\left(x_{+}, u_{+}-\Sigma L\left(x_{+}-x\right)\right) . \tag{2.2.24}
\end{equation*}
$$

2. $\operatorname{Fix} \boldsymbol{T}=\boldsymbol{Z}=\operatorname{zer} \boldsymbol{M}$.
3. For every $(\hat{x}, \hat{u}) \in \boldsymbol{Z}$ and $(x, u) \in \mathcal{H}$ we have

$$
\begin{align*}
\|\boldsymbol{T}(x, u)-(\hat{x}, \hat{u})\|_{\boldsymbol{U}}^{2} \leq\|(x, u)-(\hat{x}, \hat{u})\|_{\boldsymbol{U}}^{2} & -\|(x, u)-\boldsymbol{T}(x, u)\|_{\boldsymbol{U}}^{2} \\
+ & 2\left\langle u_{+}-u \mid L\left(x_{+}-x\right)\right\rangle . \tag{2.2.25}
\end{align*}
$$

Proof. 1: From (2.2.23) and [3, Proposition 23.34(iii)] we obtain

$$
\begin{align*}
\binom{x_{+}}{u_{+}}=\boldsymbol{T}\binom{x}{u} & \Leftrightarrow\left\{\begin{array}{l}
x_{+}=J_{\Upsilon A}\left(x-\Upsilon L^{*} \Sigma\left(\operatorname{Id}-J_{\Sigma^{-1} B}\right)\left(L x+\Sigma^{-1} u\right)\right) \\
u_{+}=\Sigma L\left(x_{+}-x\right)+\Sigma\left(\operatorname{Id}-J_{\Sigma^{-1} B}\right)\left(L x+\Sigma^{-1} u\right)
\end{array}\right. \\
& \Leftrightarrow\left\{\begin{array}{l}
x_{+}=J_{\Upsilon A}\left(x-\Upsilon L^{*}\left(u_{+}-\Sigma L\left(x_{+}-x\right)\right)\right) \\
u_{+}-\Sigma L\left(x_{+}-x\right)=J_{\Sigma B^{-1}}(\Sigma L x+u)
\end{array}\right. \\
& \Leftrightarrow\left\{\begin{array}{l}
\Upsilon^{-1}\left(x-x_{+}\right)-L^{*}\left(u_{+}-\Sigma L\left(x_{+}-x\right)\right) \in A x_{+} \\
\Sigma^{-1}\left(u-u_{+}\right)+L x_{+} \in B^{-1}\left(u_{+}-\Sigma L\left(x_{+}-x\right)\right),
\end{array}\right. \tag{2.2.26}
\end{align*}
$$

and the result follows from (2.2.21). 2: It follows from 1 and (2.2.1) that $\boldsymbol{T}(\hat{x}, \hat{u})=(\hat{x}, \hat{u}) \Leftrightarrow$ $(0,0) \in \boldsymbol{M}(\hat{x}, \hat{u}) \Leftrightarrow(\hat{x}, \hat{u}) \in \boldsymbol{Z}$. 3: Let $(\hat{x}, \hat{u}) \in \boldsymbol{Z}$. It follows from 2 that $(0,0) \in \boldsymbol{M}(\hat{x}, \hat{u})$. Hence, 1 and the monotonicity of $\boldsymbol{M}$ in $\mathcal{H} \oplus \mathcal{G}$ yield

$$
\begin{aligned}
& 0 \leq\left\langle\Upsilon^{-1}\left(x-x_{+}\right) \mid x_{+}-\hat{x}\right\rangle+\left\langle\Sigma^{-1}\left(u-u_{+}\right) \mid u_{+}-\hat{u}+\Sigma L\left(x-x_{+}\right)\right\rangle \\
& \stackrel{(2.2 .22)}{=}\left\langle(x, u)-\left(x_{+}, u_{+}\right) \mid\left(x_{+}, u_{+}\right)-(\hat{x}, \hat{u})\right\rangle_{\boldsymbol{U}}+\left\langle u-u_{+} \mid L\left(x-x_{+}\right)\right\rangle \\
& \stackrel{(2.2 .10)}{=} \frac{1}{2}\left(\|(x, u)-(\hat{x}, \hat{u})\|_{\boldsymbol{U}}^{2}-\left\|(x, u)-\left(x_{+}, u_{+}\right)\right\|_{\boldsymbol{U}}^{2}-\left\|\left(x_{+}, u_{+}\right)-(\hat{x}, \hat{u})\right\|_{\boldsymbol{U}}^{2}\right) \\
&+\left\langle u-u_{+} \mid L\left(x-x_{+}\right)\right\rangle
\end{aligned}
$$

and the result follows.

Remark 2.2.5. 1. Note that (2.2.23) and Algorithm 2.2.2 yield, for every $n \in \mathbb{N}$, $\left(x_{n+1}, u_{n+1}\right)=\left(x_{n+}, u_{n+}\right)=\boldsymbol{T}\left(x_{n}, u_{n}\right)$. This observation and the properties of $\boldsymbol{T}$ in Proposition 2.2.4 are crucial for the convergence of Algorithm 2.2.2 in Theorem 2.2.6 below.
2. Proposition 2.2.4(3) can be written equivalently as, for every $(\hat{x}, \hat{u}) \in \boldsymbol{Z}$ and $(x, u) \in$ $\mathcal{H},\|\boldsymbol{T}(x, u)-(\hat{x}, \hat{u})\|_{\boldsymbol{U}}^{2} \leq\|(x, u)-(\hat{x}, \hat{u})\|_{\boldsymbol{U}}^{2}-\|(x, u)-\boldsymbol{T}(x, u)\|_{\boldsymbol{V}}^{2}$, where $\boldsymbol{V}:(x, u) \mapsto$ $\left(\Upsilon^{-1} x-L^{*} u, \Sigma^{-1} u-L x\right)$. Since $\Upsilon^{-1}-L^{*} \Sigma L$ is monotone, Proposition 2.2 .3 asserts that $\boldsymbol{V}$ is self-adjoint, linear, and cocoercive, but not strongly monotone and, thus, $\|\cdot\|_{V}^{2}$ does not define a norm.
Theorem 2.2.6. In the context of Problem 2.2.1, let $\left(x_{0}, u_{0}\right) \in \mathcal{H} \times \mathcal{G}$ and consider the sequence $\left(\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ defined by the Algorithm 2.2.2. Then, the following assertions hold:

1. $\sum_{n \geq 1}\left\|x_{n+1}-x_{n}\right\|^{2}<+\infty$ and $\sum_{n \geq 1}\left\|u_{n+1}-u_{n}\right\|^{2}<+\infty$.
2. There exists $(\hat{x}, \hat{u}) \in \boldsymbol{Z}$ such that $\left(x_{n}, u_{n}\right) \rightharpoonup(\hat{x}, \hat{u})$ in $\mathcal{H} \oplus \mathcal{G}$.

Proof. Let $\boldsymbol{x}=(x, u) \in \operatorname{Fix} \boldsymbol{T}$, for every $n \in \mathbb{N}$, denote by $\boldsymbol{x}_{n}=\left(x_{n}, u_{n}\right)$, and fix $n \geq 1$. It follows from Remark 2.2.5(1) that $\boldsymbol{x}_{n+1}=\boldsymbol{T} \boldsymbol{x}_{n}$ and from Proposition 2.2.4(2) that $\boldsymbol{x} \in \boldsymbol{Z}$. Therefore, Proposition 2.2.4(3) yields

$$
\begin{equation*}
\left\|\boldsymbol{x}_{n+1}-\boldsymbol{x}\right\|_{\boldsymbol{U}}^{2} \leq\left\|\boldsymbol{x}_{n}-\boldsymbol{x}\right\|_{\boldsymbol{U}}^{2}-\left\|\boldsymbol{x}_{n}-\boldsymbol{x}_{n+1}\right\|_{\boldsymbol{U}}^{2}+2\left\langle u_{n+1}-u_{n} \mid L\left(x_{n+1}-x_{n}\right)\right\rangle . \tag{2.2.27}
\end{equation*}
$$

Hence, we deduce from the firm non-expansiveness of $J_{\Upsilon A}$ in $\left(\mathcal{H},\langle\cdot \mid \cdot\rangle_{Y_{-1}}\right)$ [3, Proposition 23.34(i)] and the monotonicity of $U=\Upsilon^{-1}-L^{*} \Sigma L$ that

$$
\begin{align*}
& \left\langle u_{n+1}-u_{n} \mid L\left(x_{n+1}-x_{n}\right)\right\rangle \\
& \stackrel{(2.2 .8)}{=}\left\langle\Sigma L\left(x_{n+1}-x_{n}\right)+v_{n}-\Sigma L\left(x_{n}-x_{n-1}\right)-v_{n-1} \mid L\left(x_{n+1}-x_{n}\right)\right\rangle \\
& =\left\langle x_{n+1}-x_{n} \mid L^{*} \Sigma L\left(x_{n+1}-x_{n}\right)\right\rangle+\left\langle L^{*}\left(v_{n}-v_{n-1}\right) \mid x_{n+1}-x_{n}\right\rangle \\
& -\left\langle\Sigma L\left(x_{n}-x_{n-1}\right) \mid L\left(x_{n+1}-x_{n}\right)\right\rangle \\
& =\left\langle x_{n+1}-x_{n} \mid L^{*} \Sigma L\left(x_{n+1}-x_{n}\right)\right\rangle+\left\langle\Upsilon^{-1}\left(x_{n}-x_{n-1}\right) \mid x_{n+1}-x_{n}\right\rangle \\
& -\left\langle\left(x_{n}-\Upsilon L^{*} v_{n}-\left(x_{n-1}-\Upsilon L^{*} v_{n-1}\right)\right) \mid x_{n+1}-x_{n}\right\rangle_{\Upsilon_{-1}} \\
& -\left\langle\Sigma L\left(x_{n}-x_{n-1}\right) \mid L\left(x_{n+1}-x_{n}\right)\right\rangle \\
& \leq\left\langle x_{n+1}-x_{n} \mid L^{*} \Sigma L\left(x_{n+1}-x_{n}\right)\right\rangle+\left\langle\Upsilon^{-1}\left(x_{n}-x_{n-1}\right) \mid x_{n+1}-x_{n}\right\rangle \\
& -\left\|x_{n+1}-x_{n}\right\|_{\Upsilon^{-1}}^{2}-\left\langle L^{*} \Sigma L\left(x_{n}-x_{n-1}\right) \mid x_{n+1}-x_{n}\right\rangle \\
& =-\left\|x_{n+1}-x_{n}\right\|_{U}^{2}+\left\langle x_{n}-x_{n-1} \mid x_{n+1}-x_{n}\right\rangle_{U} \\
& \stackrel{(2.2 .10)}{=}-\frac{1}{2}\left\|x_{n+1}-x_{n}\right\|_{U}^{2}+\frac{1}{2}\left\|x_{n}-x_{n-1}\right\|_{U}^{2}-\frac{1}{2}\left\|x_{n+1}+x_{n-1}-2 x_{n}\right\|_{U}^{2} \\
& \leq-\frac{1}{2}\left\|x_{n+1}-x_{n}\right\|_{U}^{2}+\frac{1}{2}\left\|x_{n}-x_{n-1}\right\|_{U}^{2} \text {. } \tag{2.2.28}
\end{align*}
$$

Therefore, it follows from (2.2.27) that

$$
\begin{array}{r}
(\forall n \geq 1) \quad\left\|\boldsymbol{x}_{n+1}-\boldsymbol{x}\right\|_{\boldsymbol{U}}^{2}+\left\|x_{n+1}-x_{n}\right\|_{U}^{2} \leq\left\|\boldsymbol{x}_{n}-\boldsymbol{x}\right\|_{\boldsymbol{U}}^{2}+\left\|x_{n}-x_{n-1}\right\|_{U}^{2} \\
-\left\|\boldsymbol{x}_{n}-\boldsymbol{x}_{n+1}\right\|_{\boldsymbol{U}}^{2} . \tag{2.2.29}
\end{array}
$$

Thus, [23, Lemma 3.1] asserts that

$$
\begin{equation*}
(\forall \boldsymbol{x} \in \boldsymbol{Z}) \quad\left(\left\|\boldsymbol{x}_{n}-\boldsymbol{x}\right\|_{\boldsymbol{U}}^{2}+\left\|x_{n}-x_{n-1}\right\|_{U}^{2}\right)_{n \geq 1} \quad \text { converges, } \tag{2.2.30}
\end{equation*}
$$

that

$$
\begin{equation*}
\sum_{n \geq 1}\left\|\boldsymbol{x}_{n+1}-\boldsymbol{x}_{n}\right\|_{\boldsymbol{U}}^{2}<+\infty \tag{2.2.31}
\end{equation*}
$$

and 1 follows from (2.2.22) and the strong monotonicity of $\Upsilon^{-1}$ and $\Sigma^{-1}$ [49, p.266].
In order to prove 2, note that, from 1 and the uniform continuity of $U$, we deduce $\left\|x_{n}-x_{n-1}\right\|_{U}^{2} \rightarrow 0$. Hence, (2.2.30) implies that, for every $\boldsymbol{x} \in \boldsymbol{Z},\left(\left\|\boldsymbol{x}_{n}-\boldsymbol{x}\right\|_{\boldsymbol{U}}^{2}\right)_{n \in \mathbb{N}}$ converges. Now, let $(\bar{x}, \bar{u}) \in \mathcal{H}$ be a weak sequential cluster point of $\left(\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$, say $\left(x_{k_{n}}, u_{k_{n}}\right) \rightharpoonup(\bar{x}, \bar{u})$ in $\mathcal{H}$. It is clear from (2.2.22) that we have $x_{k_{n}} \rightharpoonup \bar{x}$ in $\mathcal{H}$ and $u_{k_{n}} \rightharpoonup \bar{u}$ in $\mathcal{G}$ and from 1 that $x_{k_{n}+1} \rightharpoonup \bar{x}$ and $u_{k_{n}+1} \rightharpoonup \bar{u}$. Hence, since Proposition 2.2.4(1) yields

$$
\begin{equation*}
\left(\Upsilon^{-1}\left(x_{k_{n}}-x_{k_{n}+1}\right), \Sigma^{-1}\left(u_{k_{n}}-u_{k_{n}+1}\right)\right) \in \boldsymbol{M}\left(x_{k_{n}+1}, u_{k_{n}+1}-\Sigma L\left(x_{k_{n}+1}-x_{k_{n}}\right)\right) \tag{2.2.32}
\end{equation*}
$$

we deduce from 1 , the uniform continuity of $\Sigma L, \Upsilon^{-1}$, and $\Sigma^{-1}$, and [3, Proposition 20.38(ii)], that $(0,0) \in \boldsymbol{M}(\bar{x}, \bar{u})$. Therefore, we conclude from [3, Lemma 2.47] that there exists $\hat{\boldsymbol{x}} \in \operatorname{Fix} \boldsymbol{T}$ such that $\boldsymbol{x}_{n} \rightharpoonup \hat{\boldsymbol{x}}$ and the result follows from the equivalence of the topologies of $\mathcal{H}$ and $\mathcal{H} \oplus \mathcal{G}$.

Remark 2.2.7. 1. In the proof of Theorem 2.2.6, we can also deduce that any weak accumulation point of $\left(\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ is in $\boldsymbol{Z}$ by using the points in the graph of $A$ and $B$ obtained from (2.2.26) and [3, Proposition 26.5(i)].
2. The method can include summable errors in the computation of resolvents and linear operators, by using standard Quasi-Féjer sequences. We prefer to not include this extension for simplicity of our algorithm formulation.
3. Consider the sequences $\left(v_{n}\right)_{n \in \mathbb{N}},\left(z_{n}\right)_{n \in \mathbb{N}},\left(x_{n}\right)_{n \in \mathbb{N}},\left(u_{n}\right)_{n \in \mathbb{N}}$ defined by Algorithm 2.2.2 with starting point $\left(x_{0}, u_{0}\right) \in \mathcal{H} \times \mathcal{G}$. It follows from (2.2.8) and [3, Proposition 23.34(iii)] that, for every $n \in \mathbb{N}$,

$$
\begin{aligned}
v_{n+1} & =\Sigma\left(\operatorname{Id}-J_{\Sigma^{-1} B}\right)\left(L x_{n+1}+\Sigma^{-1} u_{n+1}\right) \\
& =J_{\Sigma B^{-1}}\left(\Sigma L x_{n+1}+u_{n+1}\right) \\
& =J_{\Sigma B^{-1}}\left(v_{n}+\Sigma L\left(2 x_{n+1}-x_{n}\right)\right),
\end{aligned}
$$

leading to

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
x_{n+1}=J_{\Upsilon A}\left(x_{n}-\Upsilon L^{*} v_{n}\right)  \tag{2.2.33}\\
v_{n+1}=J_{\Sigma B^{-1}}\left(v_{n}+\Sigma L\left(2 x_{n+1}-x_{n}\right)\right)
\end{array}\right.
$$

with starting point $\left(x_{0}, \Sigma\left(\operatorname{Id}-J_{\Sigma^{-1} B}\right)\left(L x_{0}+\Sigma^{-1} u_{0}\right)\right) \in \mathcal{H} \times \mathcal{G}$. When $\| \Sigma^{\frac{1}{2}} \circ L \circ$ $\Upsilon^{\frac{1}{2}} \|<1$, (2.2.33) is equivalent to the proximal point algorithm applied to $\boldsymbol{V}^{-1} \boldsymbol{M}$ in $\left(\mathcal{H} \times \mathcal{G},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$, where $\boldsymbol{V}:(x, u) \mapsto\left(\Upsilon^{-1} x-L^{*} u, \Sigma^{-1} u-L x\right)$ is strongly monotone in view of [48, Lemma 1]. Moreover, when $\Upsilon=\tau \mathrm{Id}, \Sigma=\sigma \mathrm{Id}$, and $\sigma \tau\|L\|^{2}<1$, (2.2.33) coincides with the PDS in (2.2.7) [20, 25, 41, 56]. As stated in Remark 2.2.5, under our assumptions $\boldsymbol{V}$ is no longer strongly monotone and the same approach cannot be used. On the other hand, a generalization of the previous approach is provided in [56] using the forward-backward splitting in order to allow cocoercive operators in the monotone inclusion when $\boldsymbol{V}$ is strongly monotone. In the optimization context, the inclusion of cocoercive operators allows for convex differentiable functions with $\beta^{-1}$-Lipschitzian gradients in the objective function and the convergence results are guaranteed under the more restrictive assumption $\sigma \tau\|L\|^{2}<1-\tau / 2 \beta$ [25, Theorem 3.1]. Hence, the inclusion of cocoercive operators modifies our monotonicity assumption on $U$ in Algorithm 2.2.2 distancing us from our main results. This leads us to consider this extension as part of further research.
4. We deduce from (2.2.33) and (2.2.8) that the primal iterates of SDR coincides with those of PDS in (2.2.33) and $S D R$ includes an additional inertial step in the dual updates, more precisely,

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad u_{n+1}=\Sigma L\left(x_{n+1}-x_{n}\right)+v_{n} \tag{2.2.34}
\end{equation*}
$$

Hence, it follows from Theorem 2.2.6(1) \&(2) and the uniform continuity of $\Sigma L$ that $v_{n} \rightharpoonup \hat{u}$. As a consequence, we obtain the primal-dual weak convergence of (2.2.33) when $\left\|\Sigma^{\frac{1}{2}} \circ L \circ \Upsilon^{\frac{1}{2}}\right\| \leq 1$, which generalizes [48, Theorem 1] and [25, Theorem 3.3], in the case when $\Sigma=\sigma \operatorname{Id}$ and $\Upsilon=\tau \mathrm{Id}$, to monotone inclusions and infinite dimensions.
5. By using product space techniques, Algorithm 2.2.2 allows us to solve

$$
\begin{equation*}
\text { find } \hat{x} \in \mathcal{H} \text { such that } 0 \in A \hat{x}+\sum_{i=1}^{m} L_{i}^{*} B_{i} L_{i} \hat{x} \tag{2.2.35}
\end{equation*}
$$

where, for every $i \in\{1, \ldots, m\}, \mathcal{G}_{i}$ is a real Hilbert space, $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ and $B_{i}: \mathcal{G}_{i} \rightarrow$ $2^{\mathcal{G}_{i}}$ are maximally monotone, and $L_{i}: \mathcal{H} \rightarrow \mathcal{G}_{i}$ is a linear bounded operator. Indeed, by setting $\mathcal{G}=\oplus_{1 \leq i \leq m} \mathcal{G}_{i}, B:\left(u_{i}\right)_{1 \leq i \leq m} \mapsto \times_{i=1}^{m} B_{i} u_{i}$, and $L: x \mapsto\left(L_{i} x\right)_{1 \leq i \leq m}$, (2.2.35) is equivalent to (2.2.2). Hence, by setting $\Sigma:\left(u_{i}\right)_{1 \leq i \leq m} \mapsto\left(\Sigma_{i} u_{i}\right)_{1 \leq i \leq m}$,
where $\left(\Sigma_{i}\right)_{1 \leq i \leq m}$ are strongly monotone operators, previous remark allows us to write Algorithm 2.2.2 as

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{c}
x_{n+1}=J_{\Upsilon A}\left(x_{n}-\Upsilon \sum_{i=1}^{m} L_{i}^{*} v_{i, n}\right)  \tag{2.2.36}\\
v_{1, n+1}=J_{\Sigma_{1} B_{1}^{-1}}\left(v_{1, n}+\Sigma_{1} L_{1}\left(2 x_{n+1}-x_{n}\right)\right) \\
\vdots \\
v_{m, n+1}=J_{\Sigma_{m} B_{m}^{-1}}\left(v_{m, n}+\Sigma_{1} L_{m}\left(2 x_{n+1}-x_{n}\right)\right)
\end{array}\right.
$$

and the weak convergence of $\left(x_{n}\right)_{n \in \mathbb{N}}$ to a solution to (2.2.35) is guaranteed by Theorem 2.2.6, assuming that

$$
\begin{equation*}
\Upsilon^{-1}-\sum_{i=1}^{m} L_{i}^{*} \Sigma_{i} L_{i} \quad \text { is monotone. } \tag{2.2.37}
\end{equation*}
$$

Note that (2.2.36) has the same structure as the algorithm in [24, Corollary 6.2] without considering cocoercive operators or relaxation steps, but the convergence is guaranteed under the weaker assumption (2.2.37).
6. Suppose that $\operatorname{ran} L^{*}=\mathcal{H}$ and that $\Upsilon=\left(L^{*} \Sigma L\right)^{-1}$. Then, $U=\Upsilon^{-1}-L^{*} \Sigma L=0$ and the operator $\boldsymbol{T}$ defined in (2.2.23) is firmly quasinonexpansive in $\mathcal{H}$, in view of Proposition 2.2.4(3) and (2.2.29). We thus generalize [54, Corollary 3]. Observe that, in the particular case when $L=I d$, we have $\Upsilon=\Sigma^{-1}$ and the operator $\boldsymbol{T}$ defined in (2.2.23) reduces to $\boldsymbol{T}:(x, u) \mapsto \Phi_{A}^{\Upsilon}\left(J_{\Upsilon B}(x+\Upsilon u)-\Upsilon u\right)$, where

$$
\begin{equation*}
\Phi_{A}^{\Upsilon}: \mathcal{H} \mapsto \mathcal{H} \times \mathcal{H}: z \mapsto\left(J_{\Upsilon A} z, \Upsilon^{-1}\left(J_{\Upsilon A}-\mathrm{Id}\right) z\right) \tag{2.2.38}
\end{equation*}
$$

In the case when $\Upsilon=\tau \mathrm{Id}$, we recover the operator in [15, Proposition 5.18], which is inspired by [54]. Moreover, note that the inner product $\langle\cdot \mid \cdot\rangle_{\boldsymbol{U}}$ defined in (2.2.22) coincides with that in [54] (up to a multiplicative constant). Altogether, Theorem 2.2.6 generalizes [54] for an arbitrary operator $L$ and non-standard metrics. It also generalizes [35, Theorem 5.1] from variational inequalities to arbitrary monotone inclusions and it provides the weak convergence of shadow sequences $\left(J_{\tau A} z_{n}\right)_{n \in \mathbb{N}}$ (not guaranteed in [35]).
7. Note that, by storing $\left(L x_{n}\right)_{n \in \mathbb{N}}$, Algorithm 2.2.2 only needs to compute $L$ once at each iteration. This observation is important in high dimensional problems in which the computation of $L$ is numerically expensive.

The following result establishes the reduction of Algorithm 2.2.2 to Douglas-Rachford splitting [30, 42] in the case when $\operatorname{ran} L=\mathcal{G}$.

Proposition 2.2.8. In the context of Problem 2.2.1, assume $\operatorname{ran} L=\mathcal{G}$ and set $\Sigma=$ $\left(L \Upsilon L^{*}\right)^{-1}$. Then, Algorithm 2.2.2 with starting point $\left(x_{0}, u_{0}\right) \in \mathcal{H} \times \mathcal{G}$ reduces to the recurrence

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad z_{n+1}=J_{\Upsilon L^{*} B L}\left(2 J_{\Upsilon A} z_{n}-z_{n}\right)+z_{n}-J_{\Upsilon A} z_{n} \tag{2.2.39}
\end{equation*}
$$

where $z_{0}=x_{0}-\Upsilon L^{*} \Sigma\left(\operatorname{Id}-J_{\Sigma^{-1} B}\right)\left(L x_{0}+\Sigma^{-1} u_{0}\right)$.
Proof. Note that $\operatorname{ran} L=\mathcal{G}$ yields, for every $u \in \mathcal{G},\left\langle L \Upsilon L^{*} u \mid u\right\rangle \geq \tau\left\|L^{*} u\right\|^{2} \geq \tau \alpha^{2}\|u\|^{2}$, where $\tau>0$ is the strong monotonicity parameter of $\Upsilon$ and the existence of $\alpha>0$ is guaranteed by [3, Fact 2.26]. Moreover, it follows from [3, Proposition 23.34(iii)\&(ii)] that, for every $n \in \mathbb{N}$,

$$
\begin{align*}
v_{n+1} & \stackrel{(2.2 .8)}{=} \Sigma\left(\operatorname{Id}-J_{\Sigma^{-1} B}\right)\left(L x_{n+1}+\Sigma^{-1} u_{n+1}\right) \\
& =\left(\Sigma^{-1}+B^{-1}\right)^{-1}\left(L x_{n+1}+\Sigma^{-1} u_{n+1}\right) \\
& \stackrel{(2.2 .8)}{=}\left(\Sigma^{-1}+B^{-1}\right)^{-1}\left(L\left(2 x_{n+1}-x_{n}\right)+\Sigma^{-1} v_{n}\right) \\
& =\left(L \Upsilon L^{*}+B^{-1}\right)^{-1} L\left(2 x_{n+1}-x_{n}+\Upsilon L^{*} v_{n}\right), \tag{2.2.40}
\end{align*}
$$

where the last equality follows from $\Sigma^{-1}=L \Upsilon L^{*}$. On the other hand, [3, Proposition 23.34(iii)] yields

$$
\begin{align*}
J_{\Upsilon L^{*} B L} & =\Upsilon^{\frac{1}{2}} J_{\Upsilon^{\frac{1}{2}} L^{*} B L \Upsilon^{\frac{1}{2}}} \Upsilon^{-\frac{1}{2}} \\
& =\Upsilon^{\frac{1}{2}}\left(\operatorname{Id}-\Upsilon^{\frac{1}{2}} L^{*}\left(L \Upsilon L^{*}+B^{-1}\right)^{-1} L \Upsilon^{\frac{1}{2}}\right) \Upsilon^{-\frac{1}{2}} \\
& =\operatorname{Id}-\Upsilon L^{*}\left(L \Upsilon L^{*}+B^{-1}\right)^{-1} L, \tag{2.2.41}
\end{align*}
$$

where the second equality follows from [3, Proposition 23.25(ii)] since $\left(L \Upsilon^{\frac{1}{2}}\right)\left(L \Upsilon^{\frac{1}{2}}\right)^{*}=$ $\operatorname{L\Upsilon } L^{*}$ is invertible. Hence, we have

$$
\begin{aligned}
& z_{n+1} \stackrel{(2.2 .8)}{=} x_{n+1}-\Upsilon L^{*} v_{n+1} \\
& \quad \stackrel{(2.2 .40)}{=} x_{n+1}-\Upsilon L^{*}\left(L \Upsilon L^{*}+B^{-1}\right)^{-1} L\left(2 x_{n+1}-x_{n}+\Upsilon L^{*} v_{n}\right) \\
& \quad \stackrel{(2.2 .8)}{=}\left(\operatorname{Id}-\Upsilon L^{*}\left(L \Upsilon L^{*}+B^{-1}\right)^{-1} L\right)\left(2 J_{\Upsilon A}-\mathrm{Id}\right) z_{n}+\left(\mathrm{Id}-J_{\Upsilon A}\right) z_{n} \\
& \quad \stackrel{(2.2 .41)}{=} J_{\Upsilon L^{*} B L}\left(2 J_{\Upsilon A}-\mathrm{Id}\right) z_{n}+\left(\mathrm{Id}-J_{\Upsilon A}\right) z_{n}
\end{aligned}
$$

and $z_{0}$ is obtained from (2.2.8).
Remark 2.2.9. Note that $\Sigma=\left(L \Upsilon L^{*}\right)^{-1}$ is equivalent to $\Sigma^{-1}-L \Upsilon L^{*}=0$ and, hence, $\Upsilon^{-1}-L^{*} \Sigma L$ is monotone in view of Proposition 2.2.3. Therefore, Proposition 2.2.8 and Theorem 2.2.6 provide the weak convergence of the non-standard metric version of DRS in (2.2.39) when $\operatorname{ran} L=\mathcal{G}$. This also extends the convergence result in [54].

### 2.2.4 Split ADMM

In this section we study the numerical approximation of the following convex optimization problem.

Problem 2.2.10. Let $\mathcal{H}, \mathcal{G}$, and $\mathcal{K}$ be real Hilbert spaces. Let $g \in \Gamma_{0}(\mathcal{K})$, let $f \in \Gamma_{0}(\mathcal{H})$, and let $T: \mathcal{K} \rightarrow \mathcal{G}$ and $K: \mathcal{G} \rightarrow \mathcal{H}$ be non-zero bounded linear operators such that $\operatorname{ran} T^{*} \cap \operatorname{dom} g^{*} \neq \varnothing$. Consider the following optimization problem

$$
\begin{equation*}
\min _{y \in \mathcal{K}}(g(y)+f(K T y)) \tag{P}
\end{equation*}
$$

together with the associated Fenchel-Rockafellar dual

$$
\begin{equation*}
\min _{x \in \mathcal{H}}\left(f^{*}(x)+g^{*}\left(-T^{*} K^{*} x\right)\right) \tag{D}
\end{equation*}
$$

Moreover, consider the following Fenchel-Rockafellar dual problem associated to ( $D$ )

$$
\begin{equation*}
\min _{u \in \mathcal{G}}\left(\left(g^{*} \circ-T^{*}\right)^{*}(u)+f(-K u)\right) . \tag{*}
\end{equation*}
$$

We denote by $S_{P}, S_{D}$, and $S_{P^{*}}$ the set of solutions to $(P),(D)$, and $\left(P^{*}\right)$, respectively.
In the particular case when $K=\mathrm{Id}$, Problem 2.2.10 is also considered in $[29,35,55,57]$ and ADMM is derived in [35] by applying DRS to the first order optimality conditions of $(D)$, with $A=\partial f^{*}$ and $B=\partial\left(g^{*} \circ\left(-T^{*} K^{*}\right)\right)$. We generalize this procedure by applying Algorithm 2.2.2 to $(D)$ with $A=\partial f^{*}, B=\partial\left(g^{*} \circ\left(-T^{*}\right)\right)$, and $L=K^{*}$. We thus obtain the Split-ADMM (SADMM), which splits $K$ from $T$. We now provide an example in which this new formulation is relevant.

Example 2.2.11. Let $A$ and $M$ be $n \times N$ and $m \times N$ real matrices, respectively, let $b \in \mathbb{R}^{n}$, let $\phi \in \Gamma_{0}\left(\mathbb{R}^{m}\right)$, let $h \in \Gamma_{0}\left(\mathbb{R}^{n}\right)$, and consider the optimization problem

$$
\begin{equation*}
\min _{y \in \mathbb{R}^{N}} h(A y-b)+\phi(M y) . \tag{2.2.42}
\end{equation*}
$$

This problem arises in image and signal restoration and denoising [19, 22, 27, 43, 47, 51]. If $M$ is symmetric and positive definite, as in graph Laplacian regularization (see, e.g., [43, Section II.B] and [47, 51] for alternative regularizations), there exist $P$ unitary and $D$ diagonal such that $M=P D P^{\top}$. Therefore, by setting $\left.\eta \in\right] 0,1\left[, K=P D^{\eta} P^{\top}\right.$, $T=P D^{1-\eta} P^{\top}, g=\phi$, and $f=h(A \cdot-b),(2.2 .42)$ is a particular instance of $(P)$. In some instances, the resolvent computation of $\partial\left(g^{*} \circ-T^{*}\right)$ is simpler to solve than that of $\partial\left(g^{*} \circ-T^{*} K^{*}\right)$ when $\eta \sim 1$, since $D^{1-\eta} \sim \mathrm{Id}$. The numerical advantage of this approach is illustrated in an academical example in Section 2.2.5.2.

Other potential applications arise naturally when $y=\Phi z$, where $z$ denotes frequencies or wavelet coefficients of an image $y$ and $\Phi$ is a frame or unitary linear operator allowing
to pass from frequencies to images. Therefore, (2.2.42) is a particular case of $(P)$ when $f=h(\cdot-b), g=\phi \circ M \circ \Phi, K=A$, and $T=\Phi$. The properties of $T$ in this case also make preferable to split $T$ from $K$.

First we provide some existence results and connections between problems $(P),(D)$, and $\left(P^{*}\right)$.
Proposition 2.2.12. In the context of Problem 2.2.10, consider the inclusion
find $\quad(\hat{x}, \hat{u}) \in \mathcal{H} \times \mathcal{G} \quad$ such that $\quad\left\{\begin{array}{l}0 \in \partial f^{*}(\hat{x})+K \hat{u} \\ 0 \in \partial\left(g^{*} \circ-T^{*}\right)^{*}(\hat{u})-K^{*} \hat{x} .\end{array}\right.$

1. Suppose that there exists $\hat{y} \in S_{P}$ and that one of the following assertions hold:
(a) $0 \in \partial g(\hat{y})+T^{*} K^{*} \partial f(K T \hat{y})$.
(b) $0 \in \operatorname{sri}(\operatorname{dom} f-K T \operatorname{dom} g)$.

Then, there exists $\hat{x} \in S_{D}$ such that $(\hat{x},-T \hat{y})$ is a solution to (2.2.43).
2. Suppose that there exists $\hat{x} \in S_{D}$ and that one of the following assertions hold:
(a) $0 \in \partial f^{*}(\hat{x})-K T \partial g^{*}\left(-T^{*} K^{*} \hat{x}\right)$.
(b) $0 \in \operatorname{sri}\left(\operatorname{dom} g^{*}-T^{*} K^{*} \operatorname{dom} f^{*}\right)$.
(c) $0 \in \operatorname{sri}\left(\operatorname{dom}\left(g^{*} \circ-T^{*}\right)-K^{*} \operatorname{dom} f^{*}\right)$ and $0 \in \operatorname{sri}\left(\operatorname{dom} g^{*}-\operatorname{ran} T^{*}\right)$.

Then, there exists $\hat{y} \in S_{P}$ such that $(\hat{x},-T \hat{y})$ is a solution to (2.2.43).
3. Suppose that there exists $(\hat{x}, \hat{u})$ solution to (2.2.43) and that $0 \in \operatorname{sri}\left(\operatorname{dom} g^{*}-\operatorname{ran} T^{*}\right)$. Then, $(\hat{x}, \hat{u}) \in S_{D} \times S_{P^{*}}$ and there exists $\hat{y} \in S_{P}$ such that $\hat{u}=-T \hat{y}$.
Proof. 1a: Let $\hat{x} \in \partial f(K T \hat{y})$ be such that $0 \in \partial g(\hat{y})+T^{*} K^{*} \hat{x}$. Hence, it follows from [3, Corollary 16.30] that

$$
\left\{\begin{array}{l}
0 \in \partial f^{*}(\hat{x})-K T \hat{y}  \tag{2.2.44}\\
0 \in \partial g(\hat{y})+T^{*} K^{*} \hat{x}
\end{array}\right.
$$

and [12, Proposition 2.8(i)] implies $(\hat{y}, \hat{x}) \in S_{P} \times S_{D}$. By defining $\hat{u}=-T \hat{y}$, we obtain $0 \in \partial f^{*}(\hat{x})+K \hat{u}$. Moreover, $\operatorname{ran} T^{*} \cap \operatorname{dom} g^{*} \neq \varnothing$ yields $g^{*} \circ\left(-T^{*}\right) \in \Gamma_{0}(\mathcal{K})$ and $-T\left(\partial g^{*}\right)\left(-T^{*}\right) \subset \partial\left(g^{*} \circ-T^{*}\right)$ in view of [3, Proposition 16.6(ii)]. Hence, we deduce from [3, Corollary 16.30] and (2.2.44) that

$$
\begin{align*}
-T^{*} K^{*} \hat{x} \in \partial g(\hat{y}) & \Leftrightarrow \hat{y} \in \partial g^{*}\left(-T^{*} K^{*} \hat{x}\right) \\
& \Rightarrow \hat{u}=-T \hat{y} \in-T \partial g^{*}\left(-T^{*} K^{*} \hat{x}\right) \\
& \Rightarrow \hat{u} \in \partial\left(g^{*} \circ-T^{*}\right)\left(K^{*} \hat{x}\right)  \tag{2.2.45}\\
& \Leftrightarrow K^{*} \hat{x} \in \partial\left(g^{*} \circ-T^{*}\right)^{*}(\hat{u}) \\
& \Leftrightarrow 0 \in \partial\left(g^{*} \circ-T^{*}\right)^{*}(\hat{u})-K^{*} \hat{x} . \tag{2.2.46}
\end{align*}
$$

Therefore, $(\hat{x},-T \hat{y})$ is a solution to (2.2.43).
1b: By [3, Theorem $16.3 \&$ Theorem 16.47(i)], $0 \in \partial(g+f \circ K T)(\hat{y})=\partial g(\hat{y})+$ $T^{*} K^{*} \partial f(K T \hat{y})$. The result follows from 1a.

2a: Since, by taking $\hat{y} \in \partial g^{*}\left(-T^{*} K^{*} \hat{x}\right)$ such that $0 \in \partial f^{*}(\hat{x})-K T \hat{y}$, we obtain (2.2.44), the argument is analogous to that in 1a.

2b: By [3, Theorem $16.3 \&$ Theorem 16.47(i)], $0 \in \partial\left(f^{*}+g^{*} \circ\left(-T^{*} K^{*}\right)\right)(\hat{x})=\partial f^{*}(\hat{x})-$ $K T\left(\partial g^{*}\right)\left(-T^{*} K^{*} \hat{x}\right)$. The result hence follows from 2a.

2c: By [3, Theorem $16.3 \&$ Theorem $16.47(\mathrm{i})], 0 \in \partial f^{*}(\hat{x})+K \partial\left(g^{*} \circ-T^{*}\right)\left(K^{*} \hat{x}\right)$. Moreover $0 \in \operatorname{sri}\left(\operatorname{dom} g^{*}-\operatorname{ran} T^{*}\right)$ and [3, Theorem 16.47] imply $0 \in \partial f^{*}(\hat{x})-K T\left(\partial g^{*}\right)\left(-T^{*} K^{*} \hat{x}\right)$. The result hence follows from 2 a .

3: It follows from the second inclusion of (2.2.43) and [3, Theorem 16.47] that $\hat{u} \in$ $\partial\left(g^{*} \circ\left(-T^{*}\right)\right)\left(K^{*} \hat{x}\right)=-T \partial g^{*}\left(-T^{*} K^{*} \hat{x}\right)$. Hence, there exists $\hat{y} \in \partial g^{*}\left(-T^{*} K^{*} \hat{x}\right)$ such that $\hat{u}=-T \hat{y}$, which yields $0 \in \partial g(\hat{y})+T^{*} K^{*} \hat{x}$. Therefore, by combining $\hat{u}=-T \hat{y}$ with the first inclusion of (2.2.43), we deduce (2.2.44) and the result follows from [12, Proposition 2.8(i)].

Remark 2.2.13. In the context of Proposition 2.2.12(3) we obtain the existence of $\hat{y} \in S_{P}$ such that $(\hat{x}, \hat{y})$ satisfies (2.2.44). If we additionally assume that $\operatorname{ran} T$ is closed, the second equation in (2.2.44) implies that $\hat{y} \in \arg \min _{T y=-\hat{u}} g(y)$. We thus recover the results in [57, Lemma 2], obtained when $K=-\mathrm{Id}$.

Algorithm 2.2.14 (Split-Alternating Direction Method of Multipliers (SADMM)). In the context of Problem 2.2.10, let $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ be strongly monotone self-adjoint linear operators such that $\Sigma^{-1}-K^{*} \Upsilon K$ is monotone, let $p_{0} \in \mathcal{K}$, and let $\left(q_{0}, x_{0}\right) \in \mathcal{H} \times \mathcal{H}$. Consider, the sequences defined by the recurrence

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
y_{n}=x_{n}+\Upsilon\left(K T p_{n}-q_{n}\right)  \tag{2.2.47}\\
p_{n+1} \in \underset{p \in \mathcal{K}}{\arg \min }\left(g(p)+\frac{1}{2}\left\|T p-\left(T p_{n}-\Sigma K^{*} y_{n}\right)\right\|_{\Sigma^{-1}}^{2}\right) \\
q_{n+1}=\operatorname{prox}_{f}^{\Upsilon}\left(\Upsilon^{-1} x_{n}+K T p_{n+1}\right) \\
x_{n+1}=x_{n}+\Upsilon\left(K T p_{n+1}-q_{n+1}\right) .
\end{array}\right.
$$

Observe that the existence and uniqueness of solutions to the convex optimization problem of the second step of (2.2.47) is not guaranteed without further hypotheses. The following result provides sufficient conditions for the existence of solutions to the optimization problem in (2.2.47), the equivalence between the sequences generated by Algorithm 2.2.2 and Algorithm 2.2.14, and the weak convergence of SADMM.

Theorem 2.2.15. In the context of Problem 2.2.10, suppose that there exists a solution to (2.2.43), set

$$
\begin{equation*}
A=\partial f^{*}, \quad B=\partial\left(g^{*} \circ\left(-T^{*}\right)\right), \quad \text { and } \quad L=K^{*}, \tag{2.2.48}
\end{equation*}
$$

and assume that $0 \in \operatorname{sri}\left(\operatorname{dom} g^{*}-\operatorname{ran} T^{*}\right)$. Then, $\left(p_{n}\right)_{n \in \mathbb{N}}$ defined in (2.2.47) exists and the following statements hold.

1. (SDR reduces to $S A D M M)$ Let $\left(\tilde{x}_{n}\right)_{n \in \mathbb{N}},\left(\tilde{u}_{n}\right)_{n \in \mathbb{N}}$, and $\left(\tilde{v}_{n}\right)_{n \in \mathbb{N}}$ be the sequences generated by Algorithm 2.2.2 and set

$$
(\forall n \in \mathbb{N}) \quad\left\{\begin{array}{l}
\tilde{p}_{n+1} \in T^{-1}\left(-\tilde{v}_{n}\right)  \tag{2.2.49}\\
\tilde{q}_{n+1}=\Upsilon^{-1}\left(\tilde{x}_{n}-\tilde{x}_{n+1}-\Upsilon K \tilde{v}_{n}\right)
\end{array}\right.
$$

Moreover, set $p_{1} \in \mathcal{K}$ such that $T p_{1}=T \tilde{p}_{1}$, and $q_{1}=\tilde{q}_{1}, x_{1}=\tilde{x}_{1}$. Then, sequences $\left(p_{n}\right)_{n \geq 1},\left(q_{n}\right)_{n \geq 1}$, and $\left(x_{n}\right)_{n \geq 1}$ generated by Algorithm 2.2.14 satisfy, for every $n \geq 1$, $T \tilde{p}_{n}=T p_{n}, \tilde{q}_{n}=q_{n}$, and $\tilde{x}_{n}=x_{n}$.
2. (SADMM reduces to $S D R$ ) Let $\left(p_{n}\right)_{n \geq 1},\left(q_{n}\right)_{n \geq 1}$, and $\left(x_{n}\right)_{n \geq 1}$ be sequences generated by Algorithm 2.2.14 and define

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad u_{n+1}=\Sigma K^{*}\left(x_{n+1}-x_{n}\right)-T p_{n+1} . \tag{2.2.50}
\end{equation*}
$$

Moreover, set $\tilde{x}_{0}=x_{1}, \tilde{u}_{0}=u_{1}$, and let $\left(\tilde{x}_{n}\right)_{n \in \mathbb{N}}$ and $\left(\tilde{u}_{n}\right)_{n \in \mathbb{N}}$ be the sequences generated by Algorithm 2.2.2. Then, for all $n \in \mathbb{N}$, $\tilde{x}_{n}=x_{n+1}$ and $\tilde{u}_{n}=u_{n+1}$.
3. Let $\left(p_{n}\right)_{n \in \mathbb{N}},\left(q_{n}\right)_{n \in \mathbb{N}}$, and $\left(x_{n}\right)_{n \in \mathbb{N}}$ be sequences generated by Algorithm 2.2.14. Then, the following hold:
(a) There exists $(\hat{y}, \hat{x}, \hat{u}) \in S_{P} \times S_{D} \times S_{P^{*}}$ such that $\left(x_{n},-T p_{n}, q_{n}\right) \rightharpoonup(\hat{x}, \hat{u},-K \hat{u})$ and $\hat{u}=-T \hat{y}$.
(b) Suppose that $\operatorname{ran} T^{*}=\mathcal{K}$. Then, there exists $\hat{y} \in S_{P}$ such that $p_{n} \rightharpoonup \hat{y}$.

Proof. Note that $g^{*} \circ-T^{*} \in \Gamma_{0}(\mathcal{G})$, that [3, Corollary 16.53] yields $B=-T \circ\left(\partial g^{*}\right) \circ-T^{*}$, and that $J_{\Sigma^{-1} B}=\left(\operatorname{Id}-\Sigma^{-1} T\left(\partial g^{*}\right)\left(-T^{*}\right)\right)^{-1}$. Therefore, it follows from [3, Corollary 16.30] that

$$
\begin{align*}
\left(\forall(u, y) \in \mathcal{G}^{2}\right) \quad y=J_{\Sigma^{-1} B} u & \Leftrightarrow \quad(u-y) \in-\Sigma^{-1} T \partial g^{*}\left(-T^{*} y\right) \\
& \Leftrightarrow \quad(\exists p \in \mathcal{K})\left\{\begin{array}{l}
y=u+\Sigma^{-1} T p \\
p \in \partial g^{*}\left(-T^{*} y\right)
\end{array}\right. \\
& \Leftrightarrow \quad(\exists p \in \mathcal{K})\left\{\begin{array}{l}
y=u+\Sigma^{-1} T p \\
0 \in \partial g(p)+T^{*} y
\end{array}\right. \\
& \Leftrightarrow \quad(\exists p \in \mathcal{K})\left\{\begin{array}{l}
y=u+\Sigma^{-1} T p \\
p \in S(u),
\end{array}\right. \tag{2.2.51}
\end{align*}
$$

where $S: u \mapsto \arg \min \left(g+\frac{1}{2}\|T \cdot+\Sigma u\|_{\Sigma^{-1}}^{2}\right)$ and last equivalence follows from [3, Theorem 16.3] and simple gradient computations. We conclude $\operatorname{dom} S=\mathcal{G}$, $\operatorname{prox}_{g^{*} 0-T^{*}}^{\Sigma}=$ Id $+\Sigma^{-1} T S$, and, therefore,

$$
\begin{equation*}
\Sigma\left(\operatorname{Id}-J_{\Sigma^{-1} B}\right)=\Sigma\left(\operatorname{Id}-\operatorname{prox}_{g^{*} \circ-T^{*}}^{\Sigma}\right)=-T S \tag{2.2.52}
\end{equation*}
$$

Thus, the optimization problem in (2.2.47) is equivalent to

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad p_{n+1} \in S\left(K^{*}\left(x_{n}+\Upsilon\left(K T p_{n}-q_{n}\right)\right)-\Sigma^{-1} T p_{n}\right) \tag{2.2.53}
\end{equation*}
$$

and, hence, sequence $\left(p_{n}\right)_{n \in \mathbb{N}}$ exists.
1: It follows from (2.2.49), (2.2.8), (2.2.52), and (2.2.48) that, for every $n \in \mathbb{N}, T \tilde{p}_{n+1}=$ $-\tilde{v}_{n}=T S\left(K^{*} \tilde{x}_{n}+\Sigma^{-1} \tilde{u}_{n}\right)$ and, thus, $\tilde{u}_{n+1}=\Sigma K^{*} \Upsilon\left(K T \tilde{p}_{n+1}-\tilde{q}_{n+1}\right)-T \tilde{p}_{n+1}$. Therefore, we have

$$
\begin{equation*}
(\forall n \geq 1) \quad T \tilde{p}_{n+1}=T S\left(K^{*}\left(\tilde{x}_{n}+\Upsilon\left(K T \tilde{p}_{n}-\tilde{q}_{n}\right)\right)-\Sigma^{-1} T \tilde{p}_{n}\right) \tag{2.2.54}
\end{equation*}
$$

In addition, from (2.2.8), (2.2.48), and (2.2.12) we have, for every $n \in \mathbb{N}, \tilde{x}_{n+1}=\tilde{x}_{n}+$ $\Upsilon K T \tilde{p}_{n+1}-\Upsilon \operatorname{prox}_{f}^{\Upsilon}\left(\Upsilon^{-1} \tilde{x}_{n}+K T \tilde{p}_{n+1}\right)$ and, thus, (2.2.49) yields $\tilde{q}_{n+1}=\operatorname{prox}_{f}^{\Upsilon}\left(\Upsilon^{-1} \tilde{x}_{n}+\right.$ $\left.K T \tilde{p}_{n+1}\right)$. Altogether, we deduce

$$
(\forall n \geq 1) \quad\left[\begin{array}{l}
T \tilde{p}_{n+1}=T S\left(K^{*}\left(\tilde{x}_{n}+\Upsilon\left(K T \tilde{p}_{n}-\tilde{q}_{n}\right)\right)-\Sigma^{-1} T \tilde{p}_{n}\right)  \tag{2.2.55}\\
\tilde{q}_{n+1}=\operatorname{prox}_{f}^{\Upsilon}\left(\Upsilon^{-1} \tilde{x}_{n}+K T \tilde{p}_{n+1}\right) \\
\tilde{x}_{n+1}=\tilde{x}_{n}+\Upsilon\left(K T \tilde{p}_{n+1}-\tilde{q}_{n+1}\right)
\end{array}\right.
$$

and the result follows from (2.2.53), $x_{1}=\tilde{x}_{1}, q_{1}=\tilde{q}_{1}$, and $T p_{1}=T \tilde{p}_{1}$.
2: Define

$$
(\forall n \in \mathbb{N}) \quad\left\{\begin{array}{l}
v_{n}=-T p_{n+1}  \tag{2.2.56}\\
z_{n}=x_{n}+\Upsilon K T p_{n+1}
\end{array}\right.
$$

and fix $n \geq 1$. Hence, we have

$$
\begin{align*}
& q_{n+1} \stackrel{(2.2 .47)}{=} \operatorname{prox}_{f}^{\Upsilon}\left(\Upsilon^{-1} x_{n}+K T p_{n+1}\right) \\
& \Leftrightarrow x_{n}+\Upsilon\left(K T p_{n+1}-q_{n+1}\right) \stackrel{(2.2 .12)}{=} \operatorname{prox}_{f^{*}}^{r^{-1}}\left(x_{n}+\Upsilon K T p_{n+1}\right) \\
& \Leftrightarrow x_{n+1} \stackrel{(2.2 .48)}{=} J_{\Upsilon A} z_{n} . \tag{2.2.57}
\end{align*}
$$

Moreover, from (2.2.53), (2.2.50), and (2.2.47), we obtain $p_{n+1} \in S\left(K^{*} x_{n}+\Sigma^{-1} u_{n}\right)$. Hence, (2.2.52), (2.2.48), and (2.2.56) yield $v_{n}=\Sigma\left(\operatorname{Id}-J_{\Sigma^{-1} B}\right)\left(L x_{n}+\Sigma^{-1} u_{n}\right)$. Altogether, from (2.2.50) we recover the recurrence in Algorithm 2.2.2 shifted by one iteration and, by setting $\tilde{x}_{0}=x_{1}$ and $\tilde{u}_{0}=u_{1}$ the result follows.

3a. Set $\left(u_{n}\right)_{n \geq 1}$ via (2.2.50) and define, for every $n \in \mathbb{N}, \tilde{x}_{n}=x_{n+1}$ and $\tilde{u}_{n}=u_{n+1}$. Then, 2 asserts that $\left(\tilde{x}_{n}\right)_{n \in \mathbb{N}}$ and $\left(\tilde{u}_{n}\right)_{n \in \mathbb{N}}$ are the sequences generated by Algorithm 2.2.2
with the operators defined in (2.2.48). Note that $A=\partial g^{*}$ and $B=\partial\left(g^{*} \circ\left(-T^{*}\right)\right)$ are maximally monotone [3, Theorem 20.25] and that the set $\boldsymbol{Z}$ defined in (2.2.1) is the primal-dual solution set to the inclusion (2.2.43), which is non-empty by hypothesis. Then, by Theorem 2.2.6(2), there exists some $(\hat{x}, \hat{u})$ solution to $(2.2 .43)$ such that $\left(\tilde{x}_{n}, \tilde{u}_{n}\right)=$ $\left(x_{n+1}, u_{n+1}\right) \rightharpoonup(\hat{x}, \hat{u})$. Moreover, Theorem 2.2.6(1) yields

$$
\begin{equation*}
x_{n+1}-x_{n} \rightarrow 0, \tag{2.2.58}
\end{equation*}
$$

and, thus, (2.2.50) yields $-T p_{n+1}=u_{n+1}-\Sigma K^{*}\left(x_{n+1}-x_{n}\right) \rightharpoonup \hat{u}$. Hence, since (2.2.47) yields, for every $n \in \mathbb{N}, q_{n+1}=\Upsilon^{-1}\left(x_{n}-x_{n+1}\right)+K T p_{n+1}$, the weak continuity of $K$ and (2.2.58) imply $q_{n} \rightharpoonup-K \hat{u}$. We conclude that $\left(x_{n},-T p_{n}, q_{n}\right) \rightharpoonup(\hat{x}, \hat{u},-K \hat{u})$. The result follows from Proposition 2.2.12(3).

3b. By 3a, there exists $\hat{y} \in S_{P}$ such that $T p_{n} \rightharpoonup T \hat{y}$. Thus, for every $z \in \mathcal{K}$, there exists $w \in \mathcal{G}$ such that $z=T^{*} w$, which yields $\left\langle z \mid p_{n}-\hat{y}\right\rangle=\left\langle w \mid T p_{n}-T \hat{y}\right\rangle \rightarrow 0$ and, hence, $p_{n} \rightharpoonup \hat{y}$. This concludes the proof.
Remark 2.2.16. 1. Note that the existence of a sequence $\left(p_{n}\right)_{n \in \mathbb{N}}$ is guaranteed without any further assumption than $0 \in \operatorname{sri}\left(\operatorname{dom} g^{*}-\operatorname{ran} T^{*}\right)$. This result is weaker than strong monotonicity or full range assumptions made in [9, 35] and improves [32], in which this existence is assumed. Note that, even if there could exist a continuum of solutions to the optimization problem in (2.2.47), the image through $T$ is unique, in view of (2.2.53) and (2.2.52).
2. In the case when $K=\mathrm{Id}$, Theorem 2.2.15(1) recovers the reduction of $D R S$ when $A=\partial f^{*}$ and $B=\partial\left(g^{*} \circ\left(-T^{*}\right)\right)$ to $A D M M$ and the convergence is guaranteed under weaker conditions than the strong monotonicity and full range assumptions used in [35, Section 5.1]. Under the assumption $\operatorname{ker} T=\{0\}$, this result is obtained in [46, Theorem 3.2].
3. Suppose that $K=I d$. Observe that, given the sequence $\left(\tilde{v}_{n}\right)_{n \in \mathbb{N}}$ generated by $S D R$, Theorem 2.2.15(2) asserts that any sequence $\left(p_{n}\right)_{n \in \mathbb{N}}$ satisfying $-T p_{n+1}=\tilde{v}_{n}$ allows the convergence of $A D M M$ and its equivalence with $D R S$ applied to the dual problem $(D)$. The equivalence of $A D M M$ with respect to DRS applied to the primal $(P)$ is studied in [55, 57].
4. In the case when $K=I d$, Theorem 2.2.15(2) provides the reduction of ADMM to DRS. Note that this reduction does not need any further assumption on $T$ than $\operatorname{ran} T^{*} \cap \operatorname{dom} g^{*} \neq \varnothing$, which is weaker than $\operatorname{ker} T=\{0\}$, used in [46, Theorem 3.2] (see also [1, Appendix A] and [29, Proposition 3.43] in finite dimensions).
5. Theorem 2.2.15 provides the weak convergence of shadow sequences, improving [35, Theorem 5.1] in the optimization setting. In addition, Theorem 2.2.15 recovers the result in [29, Proposition 3.42] when $K$ has full column rank in the finite dimensional setting.

The following result allows to deal with more general formulations involving two linear operators.

Corollary 2.2.17. Let $\mathcal{H}, \mathcal{G}, \mathcal{H}$, and $\mathcal{K}$ be real Hilbert spaces, let $g \in \Gamma_{0}(\mathcal{K})$, let $h \in \Gamma_{0}(\mathcal{H})$, and let $T: \mathcal{K} \rightarrow \mathcal{G}, J: \mathcal{H} \rightarrow \mathcal{H}$, and $K: \mathcal{G} \rightarrow \mathcal{H}$ be non-zero bounded linear operators such that $0 \in \operatorname{sri}\left(\operatorname{dom} g^{*}-\operatorname{ran} T^{*}\right), 0 \in \operatorname{sri}\left(\operatorname{dom} h^{*}-\operatorname{ran} J^{*}\right)$, and $0 \in \operatorname{sri}(K T \operatorname{dom} g+J \operatorname{dom} h)$. Consider the convex optimization problem

$$
\begin{array}{rl}
\min _{y \in \mathcal{K}} \min _{v \in \mathcal{H}} & g(y)+h(v) \\
\text { s.t. } & K T y+J v=0 \tag{2.2.59}
\end{array}
$$

under the assumption that solutions exist. In addition, let $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ be strongly monotone self-adjoint linear operators such that $\Sigma^{-1}-K^{*} \Upsilon K$ is monotone, let $p_{0} \in \mathcal{K}$, let $v_{0} \in \mathcal{H}$, let $x_{0} \in \mathcal{H}$, and consider the routine:

$$
(\forall n \in \mathbb{N}) \quad \left\lvert\, \begin{align*}
& y_{n}=x_{n}+\Upsilon\left(K T p_{n}+J v_{n}\right)  \tag{2.2.60}\\
& p_{n+1} \in \underset{p \in \mathcal{K}}{\arg \min }\left(g(p)+\frac{1}{2}\left\|T p-\left(T p_{n}-\Sigma K^{*} y_{n}\right)\right\|_{\Sigma^{-1}}^{2}\right) \\
& v_{n+1} \in \underset{v \in \mathcal{J}}{\arg \min }\left(h(v)+\frac{1}{2}\left\|J v+K T p_{n+1}+\Upsilon^{-1} x_{n}\right\|_{\Upsilon}^{2}\right) \\
& x_{n+1}=x_{n}+\Upsilon\left(K T p_{n+1}+J v_{n+1}\right) .
\end{align*}\right.
$$

Then, there exists $(\hat{y}, \hat{v})$ solution to $(2.2 .59)$ such that the following hold:

1. $T p_{n} \rightharpoonup T \hat{y}$ and $J v_{n} \rightharpoonup J \hat{v}$.
2. Suppose that $\operatorname{ran} T^{*}=\mathcal{K}$. Then, $p_{n} \rightharpoonup \hat{y}$.
3. Suppose that $\operatorname{ran} J^{*}=\mathcal{H}$. Then, $v_{n} \rightharpoonup \hat{v}$.

Proof. Note that, by setting $f=(-J) \triangleright h: q \mapsto \min _{J v=-q} h(v),(2.2 .59)$ can be equivalently written as

$$
\begin{equation*}
\min _{y \in \mathcal{K}}\left(g(y)+\min _{-J v=K T y} h(v)\right) \equiv \min _{y \in \mathcal{K}}(g(y)+f(K T y)) \tag{2.2.61}
\end{equation*}
$$

Since $0 \in \operatorname{sri}\left(\operatorname{dom} h^{*}-\operatorname{ran} J^{*}\right)$, [3, Corollary 15.28] yields $f=\left(h^{*} \circ-J^{*}\right)^{*} \in \Gamma_{0}(\mathcal{H})$. Hence, the problem in (2.2.59) is a particular instance of Problem 2.2.10 and it follows from (2.2.47), (2.2.12), and an argument analogous to that in (2.2.52) that

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad q_{n+1}=\Upsilon^{-1}\left(\operatorname{Id}-\operatorname{prox}_{h^{*} 0-J^{*}}^{\Upsilon-1}\right)\left(x_{n}+\Upsilon K T p_{n+1}\right)=-J v_{n+1}, \tag{2.2.62}
\end{equation*}
$$

where $v_{n+1}$ is defined in (2.2.60). Hence, (2.2.60) is a particular instance of Algorithm 2.2.14. Moreover, [3, Proposition 12.36(i)] yields $0 \in \operatorname{sri}(K T \operatorname{dom} g+J d o m h)=\operatorname{sri}(K T \operatorname{dom} g-$
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dom $f$ ) and Proposition 2.2.12(1b) implies the existence of a solution to (2.2.43). Altogether, Theorem 2.2.15(3) asserts that there exists $(\hat{y}, \hat{x}) \in S_{P} \times S_{D}$ such that $\left(x_{n},-T p_{n}, q_{n}\right) \rightharpoonup$ $(\hat{x},-T \hat{y}, K T \hat{y})$ and $\hat{u}=-T \hat{y} \in S_{P^{*}}$. Moreover, since $0 \in \operatorname{sri}\left(\operatorname{dom} h^{*}-\operatorname{ran} J^{*}\right)$, it follows from (2.2.61) and [3, Corollary $15.28(\mathrm{i})]$ that there exists $\hat{v} \in \mathcal{H}$ such that $(\hat{y}, \hat{v})$ is a solution to (2.2.59). In particular, $T p_{n} \rightharpoonup T \hat{y}$ and $q_{n}=-J v_{n} \rightharpoonup K T \hat{y}=-J \hat{v}$, which yields 1. Assertions 2 and 3 follow analogously as in the proof of Theorem 2.2.15(3b).

Remark 2.2.18. 1. In the context of Corollary 2.2.17, let $U=\Upsilon^{-1}-K \Sigma K^{*}$ and $V=\Sigma^{-1}-K^{*} \Upsilon K$, which are monotone in view of Proposition 2.2.3. Then, Algorithm 2.2.14 can be written equivalently as

$$
\left[\begin{array}{l}
p_{n+1} \in \underset{p \in \mathcal{K}}{\arg \min }\left(g(p)+\frac{1}{2}\left\|K T p+J v_{n}+\Upsilon^{-1} x_{n}\right\|_{\Upsilon}^{2}+\frac{1}{2}\left\|p-p_{n}\right\|_{T^{*} V T}^{2}\right)  \tag{2.2.63}\\
v_{n+1} \in \underset{v \in \mathcal{H}}{\arg \min }\left(h(v)+\frac{1}{2}\left\|K T p_{n+1}+J v+\Upsilon^{-1} x_{n}\right\|_{\Upsilon}^{2}\right) \\
x_{n+1}=x_{n}+\Upsilon\left(K T p_{n+1}+J v_{n+1}\right),
\end{array}\right.
$$

which is a non-standard version of the preconditioned ADMM (PADMM) [9] without proximal quadratic term in the second optimization problem of (2.2.63). It considers the augmented Lagrangian with non-standard metric

$$
\begin{equation*}
\mathcal{L}_{\Upsilon}:(p, v, x) \mapsto g(p)+h(v)+\langle x \mid K T p+J v\rangle+\frac{1}{2}\|K T p+J v\|_{r}^{2}, \tag{2.2.64}
\end{equation*}
$$

which generalizes the classical augmented Lagrangian $\mathcal{L}_{r \mathrm{Id}}$ for some $r>0$. Without the strong monotonicity assumptions used in [9, Theorem 2.1 E Theorem 3.1], the sequences of algorithm (2.2.60) are well defined and Corollary 2.2.17 provides weak convergence. Moreover, in the case when $J=-\mathrm{Id}$ and $\Upsilon=$ rId, Corollary 2.2.17 ensures convergence under weaker assumptions than [52, Algorithm 2] (see also [4] for a variant involving a differentiable convex function). In [59], a non-standard metric is included only in the multiplier update step of [52, Algorithm 2], but the convergence of the iterates is not obtained.
2. In the case when $K=\operatorname{Id}$ and $\Sigma=\Upsilon^{-1}$, the algorithm in (2.2.63) reduces to the ADMM algorithm with the augmented Lagrangian with non-standard metric (2.2.64), which, given $\left(q_{0}, x_{0}\right) \in \mathcal{H} \times \mathcal{H}$, iterates

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
p_{n+1} \in \underset{p \in \mathcal{K}}{\arg \min }\left(g(p)+\frac{1}{2}\left\|T p+J v_{n}+\Upsilon^{-1} x_{n}\right\|_{\Upsilon}^{2}\right)  \tag{2.2.65}\\
v_{n+1} \in \underset{v \in \mathcal{H}}{\arg \min }\left(h(v)+\frac{1}{2}\left\|T p_{n+1}+J v+\Upsilon^{-1} x_{n}\right\|_{\Upsilon}^{2}\right) \\
x_{n+1}=x_{n}+\Upsilon\left(T p_{n+1}+J v_{n+1}\right) .
\end{array}\right.
$$

In the particular case when $\Upsilon=\tau \mathrm{Id}$, it reduces to $A D M M$ [7] and [32, 35, 36, 38] when $J=-\mathrm{Id}$.
3. As in Remark 2.2.16(1), sequences $\left(T p_{n}\right)_{n \in \mathbb{N}}$ and $\left(J v_{n}\right)_{n \in \mathbb{N}}$ in (2.2.65) are unique even if the solutions to the optimization problems in (2.2.65) are not unique. The uniqueness of $\left(p_{n}\right)_{n \in \mathbb{N}}$ (resp. $\left.\left(v_{n}\right)_{n \in \mathbb{N}}\right)$ is guaranteed, e.g., if $g$ (resp. h) is strictly convex or if $\operatorname{ran} T^{*}=\mathcal{K}$ (resp. $\left.\operatorname{ran} J^{*}=\mathcal{H}\right)$.

The following corollary is a direct consequence of Theorem 2.2.15 when $T=\mathrm{Id}$.
Corollary 2.2.19. In the context of Problem 2.2.10, suppose that $T=\operatorname{Id}$ and that there exists a solution to (2.2.43). Let $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ be strongly monotone selfadjoint linear operators such that $\Sigma^{-1}-K^{*} \Upsilon K$ is monotone, let $p_{0} \in \mathcal{K}$, let $\left(q_{0}, x_{0}\right) \in$ $\mathcal{H} \times \mathcal{H}$, and consider the sequences $\left(p_{n}\right)_{n \in \mathbb{N}}$ and $\left(x_{n}\right)_{n \in \mathbb{N}}$ generated by the recurrence

$$
(\forall n \in \mathbb{N}) \quad \left\lvert\, \begin{align*}
& y_{n}=x_{n}+\Upsilon\left(K p_{n}-q_{n}\right)  \tag{2.2.66}\\
& p_{n+1}=\operatorname{prox}_{g}^{\Sigma^{-1}}\left(p_{n}-\Sigma K^{*} y_{n}\right) \\
& q_{n+1}=\operatorname{prox}_{f}^{\Upsilon}\left(\Upsilon^{-1} x_{n}+K p_{n+1}\right) \\
& x_{n+1}=x_{n}+\Upsilon\left(K p_{n+1}-q_{n+1}\right) .
\end{align*}\right.
$$

Then, there exists $(\hat{y}, \hat{x}) \in S_{P} \times S_{D}$ such that $\left(p_{n}, x_{n}\right) \rightharpoonup(\hat{y}, \hat{x})$.
Remark 2.2.20. 1. Note that the explicit method proposed in Corollary 2.2.19 includes two multiplier updates as the algorithm in [21, Algorithm I]. Our method allows for different step-sizes in primal and dual updates and the main distinction is that the third step in (2.2.66) includes the information of its second step, while the algorithm in [21, Algorithm I] uses the information of previous iteration.
2. Note that (2.2.66) and (2.2.12) yield, for every $n \in \mathbb{N}$,

$$
\begin{align*}
x_{n+1} & =x_{n}+\Upsilon K p_{n+1}-\Upsilon q_{n+1} \\
& =\Upsilon\left(\operatorname{Id}-\operatorname{prox}_{f}^{\Upsilon}\right)\left(\Upsilon^{-1} x_{n}+K p_{n+1}\right) \\
& =\operatorname{prox}_{f^{*}}^{\Upsilon-1}\left(x_{n}+\Upsilon K p_{n+1}\right) \tag{2.2.67}
\end{align*}
$$

and $y_{n+1}=x_{n+1}+\Upsilon\left(K p_{n+1}-q_{n+1}\right)=2 x_{n+1}-x_{n}$. Therefore, when $\| \Upsilon^{\frac{1}{2}} \circ K^{*} \circ$ $\Sigma^{\frac{1}{2}} \|<1$, (2.2.66) reduces to the algorithm proposed in [48] applied to the dual problem $\min \left(f^{*}+g^{*} \circ-K^{*}\right)(\mathcal{H})$. Hence, Corollary 2.2.19 is a generalization of [48, Theorem 1] in this context.
3. Observe that the second step in (2.2.66) is explicit, differing from the first step in ADMM (2.2.65), which is implicit. This feature allows for an algorithm with very low computational cost by iteration. However, the number of iterations may be much larger than those of $A D M M$ in some instances, as we verify numerically in Section 2.2.5.2.

### 2.2.5 Numerical experiments

In this section we provide two numerical experiments. In the first experiment we compare SDR with several schemes in the literature for solving the total variation image restoration problem. In the second experiment we consider an academic example in which splitting $K$ from $T$ has numerical advantages with respect to ADMM.

### 2.2.5.1 Total variation image restoration

A classical model in image processing is the total variation image restoration [50], which aims at recovering an image from a blurred and noisy observation under piecewise constant assumption on the solution. The model is formulated via the optimization problem

$$
\begin{equation*}
\min _{x \in[0,255]^{N}} \frac{1}{2}\|R x-b\|_{2}^{2}+\alpha\|\nabla x\|_{1}=: F^{T V}(x), \tag{2.2.68}
\end{equation*}
$$

where $x \in[0,255]^{N}$ is the image of $N=N_{1} \times N_{2}$ pixels to recover from a blurred and noisy observation $b \in \mathbb{R}^{m}, R: \mathbb{R}^{N} \rightarrow \mathbb{R}^{m}$ is a linear operator representing a Gaussian blur, the discrete gradient $\nabla: x \mapsto \nabla x=\left(D_{1} x, D_{2} x\right)$ includes horizontal and vertical differences through linear operators $D_{1}$ and $D_{2}$, respectively, its adjoint $\nabla^{*}$ is the discrete divergence (see, e.g., [18]), and $\alpha \in] 0,+\infty[$. A difficulty in this model is the presence of the non-smooth $\ell^{1}$ norm composed with the discrete gradient operator $\nabla$, which is non-differentiable and its proximity operator has not a closed form.

Note that, by setting $f=\|R \cdot-b\|^{2} / 2, g_{1}=\alpha\|\cdot\|_{1}$, and $g_{2}=\iota_{[0,255]^{N}}, L_{1}=\nabla$, and $L_{2}=\mathrm{Id}$, (2.2.68) can be reformulated as $\min \left(f+g_{1} \circ L_{1}+g_{2} \circ L_{2}\right)$ or equivalently as (qualification condition holds)

$$
\begin{equation*}
\text { find } \hat{x} \in \mathbb{R}^{N} \text { such that } 0 \in \partial f(\hat{x})+L_{1}^{*} \partial g_{1}\left(L_{1} x\right)+L_{2}^{*} \partial g_{2}\left(L_{2} \hat{x}\right) \tag{2.2.69}
\end{equation*}
$$

which is a particular instance of (2.2.35), in view of [3, Theorem 20.25]. Moreover, for every $\tau>0, J_{\tau \partial f}=\left(\operatorname{Id}+\tau R^{*} R\right)^{-1}\left(\operatorname{Id}-\tau R^{*} b\right)$, for every $i \in\{1,2\}, J_{\tau\left(\partial g_{i}\right)^{-1}}=\tau(\operatorname{Id}-$ $\left.\operatorname{prox}_{g_{i} / \tau}\right)(\mathrm{Id} / \tau)$, $\operatorname{prox}_{g_{2} / \tau}=P_{[0,255]^{N}}$, and $\operatorname{prox}_{g_{1} / \tau}=\operatorname{prox}_{\alpha\|\cdot\|_{1} / \tau}$ is the component-wise soft thresholder, computed in [3, Example 24.34]. Note that $\left(\operatorname{Id}+\tau R^{*} R\right)^{-1}$ can be computed efficiently via a diagonalization of $R$ using the fast Fourier transform $F$ [40, Section 4.3]. Altogether, Remark 2.2.7(5) allows us to write Algorithm 2.2.2 as Algorithm 1 below, where we set $\Upsilon=\tau \mathrm{Id}, \Sigma_{1}=\sigma_{1} \mathrm{Id}$, and $\Sigma_{2}=\sigma_{2} \mathrm{Id}$, for $\tau>0, \sigma_{1}>0$, and $\sigma_{2}>0$. We denote by $\mathcal{R}$ the primal-dual error

$$
\begin{equation*}
\mathcal{R}:\left(x_{+}, u_{+}, x, u\right) \mapsto \sqrt{\frac{\left\|\left(x_{+}, u_{+}\right)-(x, u)\right\|^{2}}{\|(x, u)\|^{2}}} \tag{2.2.70}
\end{equation*}
$$

and by $\varepsilon>0$ the convergence tolerance. The error $\mathcal{R}$ is inspired from (2.2.31) in the proof of Theorem 2.2.6.

```
Algorithm 1
    Fix \(x_{0} \in \mathbb{R}^{N}, v_{1,0} \in \mathbb{R}^{m}, v_{2,0} \in \mathbb{R}^{2 N}, \tau \sigma_{1}\|\nabla\|^{2}+\tau \sigma_{2} \leq 1\), and \(r_{0}>\varepsilon>0\).
    while \(r_{n}>\varepsilon\) do
        \(x_{n+1}=\left(\operatorname{Id}+\tau R^{*} R\right)^{-1}\left(x_{n}-\tau \nabla^{*} v_{1, n}-\tau v_{2, n}-\tau R^{*} b\right)\)
        \(v_{1, n+1}=\sigma_{1}\left(\operatorname{Id}-\operatorname{prox}_{\alpha\|\cdot\|_{1} / \sigma_{1}}\right)\left(v_{1, n} / \sigma_{1}+\nabla\left(2 x_{n+1}-x_{n}\right)\right)\)
        \(v_{2, n+1}=\sigma_{2}\left(\operatorname{Id}-P_{[0,255]^{N}}\right)\left(v_{2, n} / \sigma_{2}+2 x_{n+1}-x_{n}\right)\)
        \(r_{n}=\mathcal{R}\left(\left(x_{n+1}, v_{1, n+1}, v_{2, n+1}\right),\left(x_{n}, v_{1, n}, v_{2, n}\right)\right)\)
    end while
    return \(\left(x_{n+1}, v_{1, n+1}, v_{2, n+1}\right)\)
```

In this case, (2.2.37) reduces to the monotonicity of $\left(\tau^{-1}-\sigma_{2}\right) \operatorname{Id}-\sigma_{1} \nabla^{*} \nabla$, which is equivalent to

$$
\begin{equation*}
\tau \sigma_{1}\|\nabla\|^{2}+\tau \sigma_{2} \leq 1 \tag{2.2.71}
\end{equation*}
$$

in view of Proposition 2.2.3. By using the power iteration [44] with tolerance $10^{-9}$, we obtain $\|\nabla\|^{2} \approx 7.9997$. This is consistent with [17, Theorem 3.1].

Observe that, when $\sigma_{1}=\sigma_{2}=\sigma$, Algorithm 1 reduces to the algorithm proposed in [20] (when $\sigma \tau\left(\|\nabla\|^{2}+1\right)<1$ ) or [25, Theorem 3.3], where the case $\sigma \tau\left(\|\nabla\|^{2}+1\right)=1$ is included.

We provide two main numerical experiments in this subsection: we first compare the efficiency of Algorithm 1 when the step-sizes achieve the boundary in (2.2.71), verifying that the efficiency is better when the equality is achieved. Next, we compare the performance of different methods in the literature with optimal step-sizes. For these comparisons, we consider the test image of $256 \times 256$ pixels $\left(N_{1}=N_{2}=256\right)$ in Figure 2.4a ${ }^{2}$ (denoted by $\bar{x}$ ). The operator blur $R$ is set as a Gaussian blur of size $9 \times 9$ and standard deviation 4 (applied by MATLAB function $f_{\text {special }}$ ) and the observation $b$ is obtained by $b=R \bar{x}+e \in \mathbb{R}^{m_{1} \times m_{2}}$, where $m_{1}=m_{2}=256$ and $e$ is an additive zero-mean white Gaussian noise with standard deviation $10^{-3}$ (using imnoise function in MATLAB). We generate 20 random realization of random variable $e$ leading to 20 observations $\left(b_{i}\right)_{1 \leq i \leq 20}$.

In Table 2.1 we study the efficiency of Algorithm 1, in the simpler case when $\sigma_{1}=$ $\sigma_{2}=\sigma$, as parameters $\sigma$ and $\tau$ approach the boundary $\sigma \tau\left(\|\nabla\|^{2}+1\right)=1$. In particular, we set $\sigma=\tau=\kappa /\left(10 \sqrt{1+\|\nabla\|^{2}}\right)$ for $\kappa \in\{6,7,8,9,10\}$. We provide the averages of CPU time, number of iterations, and percentage of error between objective values $F^{T V}(\bar{x})$ and $F^{T V}\left(x_{n}\right)$ obtained by applying Algorithm 1 for the 20 observations $\left(b_{i}\right)_{1 \leq i \leq 20}$ and for $\kappa \in\{6,7,8,9,10\}$. The tolerance is set as $\varepsilon=10^{-6}$. We observe that the algorithm becomes more efficient (in time and iterations) and accurate (in terms of the objective value) as long as parameters approach the boundary. This conclusion is confirmed in Figure 2.1, which shows the performance obtained with the observation $b_{13}$. Henceforth, we consider only parameters in the boundary of (2.2.71).

[^2]Table 2.1: Averages of CPU time, number of iterations, and percentage of error in the objective value obtained from Algorithm 1 with $\tau=\sigma_{1}=\sigma_{2}=\kappa /\left(10 \sqrt{1+\|\nabla\|^{2}}\right)$ and tolerance $10^{-6}$.

|  | $\varepsilon=10^{-6}$ |  |  |
| :---: | :---: | :---: | :---: |
| $\kappa$ | Av. Time(s) | Av. Iter. | Av.\% error o.v. |
| 6 | 43.22 | 8729 | 0.3541 |
| 7 | 40.23 | 8179 | 0.3536 |
| 8 | 38.56 | 7725 | 0.3533 |
| 9 | 36.43 | 7340 | 0.3530 |
| 10 | 34.66 | 7003 | 0.3528 |



Figure 2.1: Comparison of Algorithm 1 with $\left.\tau=\sigma_{1}=\sigma_{2}=\kappa /\left(10 \sqrt{1+\|\nabla\|^{2}}\right)\right)$, for image reconstruction from observation $b_{13}$.

Next, we compare Algorithm 1 when $\tau \sigma_{1}\|\nabla\|^{2}+\tau \sigma_{2}=1$, with alternative algorithms in [25, Theorem 3.3], [25, Theorem 3.1] or [56, Corollary 4.2], [12, Theorem 3.1], and [45], which are called "Condat", "Condat-Vũ", "MS", and "AFBS", respectively. In order to provide a fair comparison in our example, we approximate the best step-sizes by considering a mesh on the feasible set defined by the conditions allowing convergence for each algorithm. In the case when $\varepsilon=10^{-6}$, the best performance of Condat-V $\tilde{u}$ is obtained by setting $\tau=1.2$ and $\sigma=0.99 \cdot(2-\tau) /\left(2 \tau\|\nabla\|^{2}\right)$ which is next to the boundary of condition $\sigma \tau\|\nabla\|^{2}<(1-\tau / 2)$. For MS, the performance is better when the only step-size $\tau$ is next to the boundary of the condition $\tau<1 / \sqrt{1+\|\nabla\|^{2}}$, which leads us to set $\tau=0.99 / \sqrt{1+\|\nabla\|^{2}}$. For AFBS, we found as best parameters $\tau=0.13$ and $\lambda_{n} \equiv 1.7 /(65 n+10)^{0.505}$ (see [45]). In the case of Condat, we consider 34 cases of parameters $\tau$ and $\sigma$ satisfying $\sigma \tau\left(1+\|\nabla\|^{2}\right)=1$, by setting $\tau_{k}=\delta^{k} /\left(800 \sqrt{1+\|\nabla\|^{2}}\right)$ and $\sigma_{k}=$ $800 /\left(\delta^{k} \sqrt{1+\|\nabla\|^{2}}\right)$, where $\delta=800^{1 / 8}$ and $k \in\{1, \ldots, 34\}$. For Algorithm 1 we consider the same parameters $\left(\tau_{k}\right)_{1 \leq k \leq 34}$ than those in Condat, and we set $\sigma_{1, k}^{\ell}=(1-\ell) /\left(\tau_{k}\|\nabla\|^{2}\right)$ and $\sigma_{2, k}^{\ell}=\ell / \tau_{k}$, for $\ell \in 10^{-1} \cdot\{5,0.1,0.05,0.01,0.005,0.003\}$, in view of (2.2.71). In Table 2.2 we provide the averages of CPU time, number of iterations, and the percentage of error between objective values $F^{T V}(\bar{x})$ and $F^{T V}\left(x_{n}\right)$ obtained by previous algorithms with tolerance $\varepsilon=10^{-6}$ considering the observations $\left(b_{i}\right)_{1 \leq i \leq 20}$. We show the best 5 cases for Algorithm $1(k \in\{20, \ldots, 24\})$ and the best case for Condat $(k=22)$. We observe that Algorithm 1 and Condat reduce drastically the computational time and iterations obtained in Table 2.1, which shows the advantage of searching optimal parameters in the boundary of the condition of convergence. We also observe in Table 2.2 that Algorithm 1 ( $k=22$ and $\ell=0.001$ ) is the most efficient method for this tolerance, followed closely by Condat $(k=22)$. Both methods outperform drastically the competitors. In Figure 2.2 we show the relative error versus iterations and time for the observation $b_{13}$, confirming previous results.

In order to make a more precise comparison of Algorithm 1 and Condat, we consider a smaller tolerance $\varepsilon=10^{-8}$. The obtained results are shown in Table 2.3 and Figure 2.3. We observe that Algorithm $1(k=21$ and $\ell=0.001)$ achieves the tolerance in approximately $11 \%$ less CPU time than Condat in its best case $(k=21)$. The efficiency in the case of the observation $b_{13}$ is illustrated in Figure 2.3.

The reconstructed images, after 100 iterations, for the different algorithms are shown in Figure (2.4). The best reconstruction, in terms of objective value $F^{T V}$ and PSNR (Peak signal-to-noise ratio), are obtained by Condat and Algorithm 1.

### 2.2.5.2 Split-ADMM in an academical example

In this section, we implement Algorithm 2.2.14, Corollary 2.2.19, and ADMM in (2.2.65) for solving an academical example in the context of Example 2.2.11. We compare their

Table 2.2: Averages of CPU time, number of iterations, and percentage of error in the objective value for Algorithm 1 with $\tau \sigma_{1}\|\nabla\|^{2}+\tau \sigma_{2}=1$, Condat, Condat-Vũ, AFBS, and MS with tolerance $10^{-6}$.

|  |  | $\varepsilon=10^{-6}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Algorithm | $\tau$ | $\sigma_{1}$ | Av. Time(s) | Av. Iter. | Av. \% error o.v. |
|  | 0.77 | 0.16 | 21.12 | 4106 | 0.3531 |
|  | 1.17 | 0.11 | 15.33 | 3223 | 0.3562 |
| Alg.1 | 1.77 | 0.07 | 13.97 | 2787 | 0.3649 |
|  | 2.69 | 0.05 | 14.36 | 2891 | 0.3771 |
|  | 4.09 | 0.03 | 16.23 | 3372 | 0.3907 |
| Condat | 1.77 | - | 14.89 | 2853 | 0.3673 |
| Condat-Vũ | 1.2 | - | 28.19 | 3539 | 0.3738 |
| MS | 0.33 | - | 62.48 | 6193 | 0.3506 |
| AFBS | 0.13 | - | 85.76 | 11104 | 0.6611 |



Figure 2.2: Comparison of Algorithm 1 with $\tau \sigma_{1}\|\nabla\|^{2}+\tau \sigma_{2}=1$, Condat, Condat-Vũ, AFBS, and MS (observation $b_{13}$ ).

Table 2.3: Averages of CPU time, number of iterations, and percentage of error in the objective value for Algorithm 1 with $\tau \sigma_{1}\|\nabla\|^{2}+\tau \sigma_{2}=1$ and Condat with tolerance $10^{-8}$.

|  |  | $\varepsilon=10^{-8}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Algorithm | $\tau$ | $\sigma_{1}$ | Av. Time(s) | Av. Iter. | Av. \% error o.v. |
|  | 0.77 | 0.16 | 93.36 | 19560 | 0.3514 |
|  | 1.17 | 0.11 | 83.15 | 17561 | 0.3515 |
| Alg. 1 | 1.77 | 0.07 | 100.06 | 20796 | 0.3515 |
|  | 2.69 | 0.05 | 128.80 | 26801 | 0.3516 |
|  | 4.09 | 0.03 | 160.92 | 33709 | 0.3517 |
| Condat | 1.17 | - | 93.77 | 18451 | 0.3515 |



Figure 2.3: Comparison of Algorithm 1 with $\tau \sigma_{1}\|\nabla\|^{2}+\tau \sigma_{2}=1$ and Condat (observation $b_{13}$ ).


Figure 2.4: Reconstructed image, after 100 iterations, from blurred and noisy image using AFBS, MS, Condat-Vũ, Condat and Alg. 1.
performances when solving the following optimization problem

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{N}} F(x)=h(x-z)+\alpha\|M x\|_{1}, \tag{2.2.72}
\end{equation*}
$$

where $h: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is defined by

$$
h: x=\left(\xi_{i}\right)_{1 \leq i \leq n} \mapsto \sum_{i=1}^{N} \phi\left(\xi_{i}\right), \quad \phi: \mathbb{R} \rightarrow \mathbb{R}: \xi \mapsto \begin{cases}|\xi|-\frac{\delta}{2}, & \text { if }|\xi|>\delta  \tag{2.2.73}\\ \frac{\xi^{2}}{2 \delta}, & \text { if }|\xi| \leq \delta\end{cases}
$$

$\delta>0, z \in \mathbb{R}^{N}, \alpha>0$, and $M$ is a $N \times N$ symmetric positive definite real matrix. The first term in (2.2.72) is a data fidelity penalization using the Huber distance and the second term imposes sparsity in the solution. This type of problems appears naturally in image and signal denoising (see, e.g., [22, 43, 47, 51]).

Since $M$ is symmetric, there exist $N \times N$ real matrices $P$ and $D$, such that $P^{\top}=$ $P^{-1}, D$ is diagonal, and $M=P D P^{\top}$. By setting $g=h(\cdot-z), f=\alpha\|\cdot\|_{1}, K=$ $P D^{1-\eta} P^{\top}$, and $T=P D^{\eta} P^{\top}$, for some $\eta \in[0,1]$, we deduce that $K T=M$ and (2.2.72) is a particular instance of $(P)$. Next, we illustrate the efficiency of Algorithm 2.2.14 for different values of $\eta \in[0,1]$. Observe that, in the case when $\eta=0$ we have $T=\mathrm{Id}$ and Algorithm 2.2.14 reduces to the algorithm in Corollary 2.2.19. On the other hand, in the case when $\eta=1$ we have $K=$ Id and Algorithm 2.2.14 reduces to ADMM in (2.2.65). We have $\operatorname{prox}_{f}:\left(\xi_{i}\right)_{1 \leq i \leq n} \mapsto \operatorname{prox}_{|\cdot|}\left(\xi_{i}\right)$, where prox ${ }_{|\cdot|}$ is the scalar soft-thresholder operator [3, Example 24.34(iii)]. Note that, since $\operatorname{ker} T=\{0\}$, for every $\eta \in[0,1]$, the optimization problem in the second step of (2.2.47) admits a unique solution, in view of Remark 2.2.18(3). Therefore, when $\Upsilon=\tau \mathrm{Id}$ and $\Sigma=\sigma \mathrm{Id}$, Algorithm 2.2.14 in this example reads as follows.

```
Algorithm 2
    Fix \(\tau>0, p_{0}, q_{0}, x_{0} \in \mathbb{R}^{N}, \varepsilon>0\), and \(r_{0}>\varepsilon\).
    while \(r_{n}>\varepsilon\) do
        \(y_{n}=x_{n}+\tau\left(K T p_{n}-q_{n}\right)\)
        \(p_{n+1}=\operatorname{zer}\left(\sigma \nabla h(\cdot-z)+T^{*}\left(T \cdot-\left(T p_{n}-\sigma K^{*} y_{n}\right)\right)\right)\)
        \(q_{n+1}=\operatorname{prox}_{f / \tau}\left(x_{n} / \tau+K T p_{n+1}\right)\)
        \(x_{n+1}=x_{n}+\tau\left(K T p_{n+1}-q_{n+1}\right)\)
        \(u_{n+1}=\sigma K^{*}\left(x_{n+1}-x_{n}\right)-T p_{n+1}\)
        \(r_{n+1}=\mathcal{R}\left(x_{n+1}, u_{n+1}, x_{n}, u_{n}\right)\)
    end while
    return \(\left(p_{n+1}, q_{n+1}, x_{n+1}\right)\)
```

Note that the step 4 in Algorithm 2 involves the resolution of a non-linear equation when $\eta>0$. On the other hand, in the case when $\eta=0$, we have $T=\mathrm{Id}$ and, as noticed in

Remark 2.2.20(3), the step 4 can be computed explicitly by using $\operatorname{prox}_{g}=z+\operatorname{prox}_{h}(\cdot-z)$ [3, Proposition 23.17(iii)] and the fact that $\delta h$ is the real Huber function (see [3, Example $8.44 \&$ Example 24.9]). We consider as stopping criterion the primal-dual relative error defined in (2.2.70).

We compare the performance of Algorithm 2 when $\eta \in\{0,0.8,0.9,1\}$ with the standard solver fmincon of MATLAB for $N \in\{100,250,500\}$ and different values of the minimum and maximum eigenvalues $\lambda_{\max } \geq \lambda_{\min }>0$ of the matrix $M$. Since the expected value of $\lambda_{\max }$ (resp. $\lambda_{\min }$ ) of random matrices generated by a normal distribution increases (resp. decreases) as $N$ increases (see [33, Table 1.2]), we consider three classes of matrices with condition number $\kappa=\lambda_{\max } / \lambda_{\text {min }}=50$ for each dimension $N \in\{100,250,500\}$ :

- Class A: Class of matrices $M$ with small eigenvalues $\left(\lambda_{\max }=N / 1000\right)$.
- Class B: Class of matrices $M$ with average eigenvalues $\left(\lambda_{\max }=4 N\right)$.
- Class C: Class of matrices $M$ with large eigenvalues $\left(\lambda_{\max }=100 N\right)$.

For each class, we generate 30 random matrices using the randn function of MATLAB and the eigenvalues of each randomly generated matrix $M$ is forced to satisfy the conditions of each class after a singular value decomposition $M=P D P^{\top}$. We next generate $T$ and $K$ as described before. Step 4 in Algorithm 2 is computed via fsolve function of MATLAB (for $\eta>0$ ). We define the percentage of improvement of an algorithm with respect to fmincon via $I_{\bar{n}}=\left(\bar{F}-F\left(p_{\bar{n}}\right)\right) \cdot 100 / \bar{F}$, where $\bar{F}$ stands for the value of the function obtained by fmincon with tolerance $10^{-14}$ and $F\left(p_{\bar{n}}\right)$ is the value of the function obtained by Algorithm 2 when it stops in iteration $\bar{n}$. Finally, we set the tolerance $\varepsilon=10^{-6}$ and $\tau=1$ in Algorithm 2.

Table 2.4 provides the averages of CPU time, iterations, and percentage of improvement with respect to fmincon of Algorithm 2 in the cases $\eta \in\{0,0.8,0.9,1\}$ for the 30 random matrices in each class and $N \in\{100,250,500\}$. We split our analysis of the results in the three classes of random matrices.

The best performance in the class A (small eigenvalues) is obtained by the case when $\eta=0$ (Corollary 2.2.19) in each dimension. The function value is very close to the one obtained by fmincon (difference of $10^{-5} \%$ ). For this class, the cases when $\eta \in\{0.8,0.9\}$ are less accurate and $\operatorname{ADMM}(\eta=1)$ is even more precise but much slower than the case when $\eta=0$ for this class. This is explained by a very low cost per iteration and a comparable average number of iterations of the case when $\eta=0$.

On the other hand, for matrices belonging to the class B (average eigenvalues), the most efficient method is SADMM with $\eta=0.9$. The method needs very few number of iterations on average and it is more accurate than fmincon, since $I_{\bar{n}}$ is positive. This feature is also verified in $\eta \in\{0.8,1\}$ but the number of iterations and computational time is larger. We observe that the case when $\eta=0$ shows a very large number of iterations for achieving convergence and looses precision as the dimension increases. We conclude
that SADMM outperforms drastically ADMM and the algorithm of Corollary 2.2.19, for suitable factorizations of matrices $M$ with average eigenvalues.

Finally, ADMM $(\eta=1)$ is the best algorithm for the class C. It needs a very few number of iterations on average for achieving convergence, which nicely scales with the dimension. The computational time is around $1 / 3$ of the closest competitor and the precision is as good as fmincon. SADMM algorithms when $\eta \in\{0.8,0.9\}$ are similarly accurate but much slower. The case when $\eta=0$ is very far from the solution and extremely slow for this class in all dimensions.

Table 2.4: Performance of Algorithm 2 for $N \in\{100,250,500\}, \eta \in\{0,0.8,0.9,1\}$ and classes A, B, and C.

| $N$ | Class | $\eta$ | 0 | 0.8 | 0.9 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | A | Av. time | 0.019 | 4.86 | 4.92 | 4.37 |
|  |  | Av. iter | 688 | 704 | 717 | 656 |
|  |  | Av. $I_{\bar{n}}(\%)$ | $-1.8 \cdot 10^{-5}$ | -0.47 | -0.07 | $-1.5 \cdot 10^{-6}$ |
|  | B | Av. time | 17.52 | 1.15 | 0.50 | 5.41 |
|  |  | Av. iter | 798258 | 118 | 49 | 519 |
|  |  | Av. $I_{\bar{n}}(\%)$ | 0.63 | 0.36 | 0.33 | 0.64 |
|  | C | Av. time | 31.44 | 3.77 | 1.07 | 0.34 |
|  |  | Av. iter | 1410638 | 395 | 107 | 30 |
|  |  | Av. $I_{\bar{n}}$ (\%) | -1607 | $-8.4 \cdot 10^{-8}$ | $-8.1 \cdot 10^{-8}$ | $-5.1 \cdot 10^{-8}$ |
| 250 | A | Av. time | 0.036 | 8.94 | 9.25 | 8.88 |
|  |  | Av. iter | 380 | 359 | 387 | 393 |
|  |  | Av. $I_{\bar{n}}(\%)$ | $-1.6 \cdot 10^{-5}$ | -1.03 | -0.18 | $-8 \cdot 10^{-6}$ |
|  | B | Av. time | 136.82 | 5.54 | 2.61 | 32.15 |
|  |  | Av. iter | 1547593 | 143 | 64 | 886 |
|  |  | Av. $I_{\bar{n}}(\%)$ | -0.15 | 0.18 | 0.19 | 0.25 |
|  | C | Av. time | 85.28 | 27.14 | 5.83 | 1.76 |
|  |  | Av. iter | 971230 | 761 | 120 | 39 |
|  |  | Av. $I_{\bar{n}}(\%)$ | -18287 | $-1.3 \cdot 10^{-7}$ | -9.5 $10^{-8}$ | $-3.3 \cdot 10^{-8}$ |
| 500 | A | Av. time | 0.067 | 13.41 | 13.58 | 13.52 |
|  |  | Av. iter | 123 | 128 | 129 | 132 |
|  |  | Av. $I_{\bar{n}}(\%)$ | $7.2 \cdot 10^{-5}$ | -1.47 | -0.30 | $8.2 \cdot 10^{-5}$ |
|  | B | Av. time | 581.25 | 39.99 | 23.95 | 113.24 |
|  |  | Av. iter | 1249041 | 248 | 162 | 740 |
|  |  | Av. $I_{\bar{n}}(\%)$ | -2.32 | 0.13 | 0.13 | 0.15 |
|  | C | Av. time | 205.34 | 193.95 | 32.09 | 12.31 |
|  |  | Av. iter | 419896 | 1200 | 182 | 46 |
|  |  | Av. $I_{\bar{n}}(\%)$ | -261808 | $-1.8 \cdot 10^{-7}$ | $-1.5 \cdot 10^{-7}$ | $-9.4 \cdot 10^{-8}$ |
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## Chapter 3

## Primal-Dual Algorithm with Critical Step-Sizes and Relaxation Parameters

### 3.1 Introduction and Main Results

In this section we provide a theoretical study of the relaxed primal-dual splitting [42] including critical preconditioners for solving the following composite monotone inclusion. We present an alternative formulation of the primal-dual algorithm that differs from the convergence analysis of SDR algorithm made in Theorem 2.2.6, in which, the inclusion of relaxation parameters is not clear.

Problem 3.1.1. Let $\mathcal{H}$ and $\mathcal{G}$ be a real Hilbert spaces, let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ and $B: \mathcal{G} \rightarrow 2^{\mathcal{G}}$ be maximally monotone operators, and let $L: \mathcal{H} \rightarrow \mathcal{G}$ be a linear bounded operator. The problem is to find $(\hat{x}, \hat{u}) \in \boldsymbol{Z}$, where

$$
\begin{equation*}
\boldsymbol{Z}=\left\{(x, u) \in \mathcal{H} \times \mathcal{G} \mid 0 \in A x+L^{*} u, 0 \in B^{-1} u-L x\right\} \tag{3.1.1}
\end{equation*}
$$

is assumed to be non-empty.
Ir order to include the critical preconditioners and relaxation parameters on the primaldual algorithm, we study Krasnosel'skiī-Mann (KM) iterations defined in the range of monotone self-adjoint linear operators in the following result.

Proposition 3.1.2. Let $(\mathcal{H},\langle\cdot \mid \cdot\rangle)$ be a real Hilbert space, let $\boldsymbol{V}: \mathcal{H} \rightarrow \mathcal{H}$ be a monotone self-adjoint linear bounded operator such that ran $\boldsymbol{V}$ is closed, and let $\boldsymbol{S}: \mathcal{H} \rightarrow \mathcal{H}$ be such that $\operatorname{Fix} \boldsymbol{S} \neq \varnothing$, that $\boldsymbol{S}=\boldsymbol{S} \circ P_{\mathrm{ran} \boldsymbol{V}}$, and that $\left.\left(P_{\mathrm{ran} \boldsymbol{V}} \circ \boldsymbol{S}\right)\right|_{\mathrm{ran} \boldsymbol{V}}$ is quasinonexpansive in $\left(\operatorname{ran} \boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$. Define

$$
\begin{equation*}
\boldsymbol{T}: \operatorname{ran} \boldsymbol{V} \rightarrow \operatorname{ran} \boldsymbol{V}: x \mapsto P_{\mathrm{ran}} \boldsymbol{V} \circ \boldsymbol{S} x \tag{3.1.2}
\end{equation*}
$$

and consider the sequence $\left(\boldsymbol{x}_{n}\right)_{n \in \mathbb{N}}$ defined by the recurrence

$$
\begin{equation*}
\boldsymbol{x}_{0} \in \mathcal{H}, \quad(\forall n \in \mathbb{N}) \quad \boldsymbol{x}_{n+1}=\left(1-\lambda_{n}\right) \boldsymbol{x}_{n}+\lambda_{n} \boldsymbol{S} \boldsymbol{x}_{n} \tag{3.1.3}
\end{equation*}
$$

Moreover, suppose that one of the following holds:
(i) $\boldsymbol{T}$ is firmly quasinonexpansive, $\mathbf{I d}-\boldsymbol{T}$ is demiclosed at $\mathbf{0}$ in $\left(\operatorname{ran} \boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$, and $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ is a sequence in $[\varepsilon, 2-\varepsilon]$ for some $\left.\varepsilon \in\right] 0,1[$.
(ii) $\boldsymbol{T}$ is $\alpha$-averaged nonexpansive in $\left(\operatorname{ran} \boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$ for some $\left.\alpha \in\right] 0,1\left[\right.$ and $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ is a sequence in $[0,1 / \alpha]$ such that $\sum_{n \in \mathbb{N}} \lambda_{n}\left(1-\alpha \lambda_{n}\right)=+\infty$.

Then the following hold:

1. $\left(P_{\mathrm{ran} \boldsymbol{V}} \boldsymbol{x}_{n}\right)_{n \in \mathbb{N}}$ is Féjer monotone in (ran $\left.\boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$ with respect to Fix $\boldsymbol{T}$.
2. $\left(P_{\operatorname{ran} \boldsymbol{V}}\left(\boldsymbol{S} \boldsymbol{x}_{n}-\boldsymbol{x}_{n}\right)\right)_{n \in \mathbb{N}}$ converges strongly to $\mathbf{0}$ in $\left(\operatorname{ran} \boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$.
3. $\left(P_{\mathrm{ran} \boldsymbol{V}} \boldsymbol{x}_{n}\right)_{n \in \mathbb{N}}$ converges weakly in $\left(\operatorname{ran} \boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$ to some $\hat{\boldsymbol{x}} \in \operatorname{Fix} \boldsymbol{T}$ and $\boldsymbol{S} \hat{\boldsymbol{x}} \in$ Fix $\boldsymbol{S}$.

To obtain the convergence of the relaxed primal-dual algorithm with critical preconditioners we prove that this method defines KM iterations in the range of the operator $\boldsymbol{V}$ given by

$$
\begin{equation*}
\boldsymbol{V}: \mathcal{H} \rightarrow \mathcal{H}:(x, u) \mapsto\left(\Upsilon^{-1} x-L^{*} u, \Sigma^{-1} u-L x\right) \tag{3.1.4}
\end{equation*}
$$

where $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ are strongly monotone self-adjoint linear operators such that $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\| \leq 1$. This operator is monotone self-adjoint and linear with non-trivial kernel. In addition, to ensure convergence, we prove that $\boldsymbol{V}$ is cocoercive and we assume that $\operatorname{ran} \boldsymbol{V}$ is closed, which is equivalent to the closure of $\operatorname{ran}\left(\Sigma^{-1}-L \Upsilon L^{*}\right)$. The following is the main result of this section.

Theorem 3.1.3. In the context of Problem 3.1.1, let $\boldsymbol{V}$ be the operator defined in (3.1.4), where $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ are self-adjoint linear strongly monotone operators such that $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\| \leq 1$, and suppose that $\operatorname{ran} \boldsymbol{V}$ is closed. Moreover, let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[0,2]$ satisfying $\sum_{n \in \mathbb{N}} \lambda_{n}\left(2-\lambda_{n}\right)=+\infty$, and consider the sequence $\left(\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ defined by the recurrence

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
p_{n+1}=J_{\Upsilon A}\left(x_{n}-\Upsilon L^{*} u_{n}\right)  \tag{3.1.5}\\
q_{n+1}=J_{\Sigma B^{-1}}\left(u_{n}+\Sigma L\left(2 p_{n+1}-x_{n}\right)\right) \\
\left(x_{n+1}, u_{n+1}\right)=\left(1-\lambda_{n}\right)\left(x_{n}, u_{n}\right)+\lambda_{n}\left(p_{n+1}, q_{n+1}\right),
\end{array}\right.
$$

where $\left(x_{0}, u_{0}\right) \in \mathcal{H} \times \mathcal{G}$. Then $\left(P_{\operatorname{ran} \boldsymbol{V}}\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ converges weakly in (ran $\left.\boldsymbol{V},\langle\langle\cdot \mid \cdot\rangle\rangle_{\boldsymbol{V}}\right)$ to some $(\hat{y}, \hat{v}) \in \mathcal{H} \times \mathcal{G}$ such that

$$
\begin{equation*}
\left(J_{\Upsilon A}\left(\hat{y}-\Upsilon L^{*} \hat{v}\right), J_{\Sigma B^{-1}}\left(\hat{v}+\Sigma L\left(2 J_{\Upsilon A}\left(\hat{y}-\Upsilon L^{*} \hat{v}\right)-\hat{y}\right)\right)\right) \tag{3.1.6}
\end{equation*}
$$

is a solution to Problem 3.1.1.

The previous theorem generalizes results in [19, 21, 42] including critical preconditioners, variable metrics, and relaxation parameters. We also recover the convergence of the Douglas-Rachford splitting algorithm.

Proposition 3.1.4. In the context of Problem 3.1.1, set $L=\mathrm{Id}$, let $\Upsilon$ be a strongly monotone self-adjoint linear operator, let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[0,2]$ satisfying $\sum_{n \in \mathbb{N}} \lambda_{n}(2-$ $\left.\lambda_{n}\right)=+\infty$, and consider the sequence $\left(\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ defined by the recurrence

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
p_{n+1}=J_{\Upsilon A}\left(x_{n}-\Upsilon u_{n}\right)  \tag{3.1.7}\\
q_{n+1}=J_{\Upsilon-1} B^{-1}\left(u_{n}+\Upsilon^{-1}\left(2 p_{n+1}-x_{n}\right)\right) \\
\left(x_{n+1}, u_{n+1}\right)=\left(1-\lambda_{n}\right)\left(x_{n}, u_{n}\right)+\lambda_{n}\left(p_{n+1}, q_{n+1}\right)
\end{array}\right.
$$

where $\left(x_{0}, u_{0}\right) \in \mathcal{H} \times \mathcal{H}$. Then, by setting, for every $n \in \mathbb{N}$, $z_{n}=x_{n}-\Upsilon y_{n},\left(z_{n}\right)_{n \in \mathbb{N}}$ converges weakly in $\mathcal{H}$ to some $\hat{z} \in \operatorname{Fix}\left(J_{\Upsilon B} \circ\left(2 J_{\Upsilon A}-\mathrm{Id}\right)+\left(\operatorname{Id}-J_{\Upsilon A}\right)\right)$ and

$$
\left(J_{\Upsilon A} \hat{z},-\Upsilon^{-1}\left(\hat{z}-J_{\Upsilon A} \hat{z}\right)\right)
$$

is a solution to Problem 3.2.1. Moreover, we have

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad z_{n+1}=\left(1-\lambda_{n}\right) z_{n}+\lambda_{n} J_{\Upsilon B} \circ\left(2 J_{\Upsilon A}-\operatorname{Id}\right) z_{n}+\left(\operatorname{Id}-J_{\Upsilon A}\right) z_{n} \tag{3.1.8}
\end{equation*}
$$

We finalize the article with numerical experiments in total variation image restoration. From these experiments, we can observe that including relaxation parameters and critical preconditioners the numerical convergence of the method is accelerated.

### 3.2 Article: Primal-dual Splittings as Fixed Point Iterations in the Range of Linear Operators ${ }^{1}$

Abstract In this paper we study the relaxed primal-dual algorithm for solving composite monotone inclusions in real Hilbert spaces with critical preconditioners. Our approach is based in new results on the asymptotic behaviour of Krasnosel'skiǐ-Mann (KM) iterations defined in the range of monotone self-adjoint linear operators. These results generalize the convergence of classical KM iterations aiming at approximating fixed points. We prove that the relaxed primal-dual algorithm with critical preconditioners define KM iterations in the range of a particular monotone self-adjoint linear operator with non-trivial kernel. We then deduce from our fixed point approach that the shadows of primal-dual iterates on the range of the linear operator converges weakly to some point in this vector subspace from which we obtain a solution. This generalizes [21, Theorem 3.3] to infinite dimensional relaxed primal-dual monotone inclusions involving critical preconditioners. The

[^3]Douglas-Rachford splitting (DRS) is interpreted as a particular instance of the primaldual algorithm when the step-sizes are critical and we recover classical results from this new perspective. We implement the relaxed primal-dual algorithm with critical preconditioners in total variation reconstruction and we illustrate its flexibility and efficiency.

### 3.2.1 Introduction

In this paper we provide a theoretical study of the relaxed primal-dual splitting [42] for solving the following composite monotone inclusion.

Problem 3.2.1. Let $\mathcal{H}$ and $\mathcal{G}$ be a real Hilbert spaces, let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ and $B: \mathcal{G} \rightarrow 2^{\mathcal{G}}$ be maximally monotone operators, and let $L: \mathcal{H} \rightarrow \mathcal{G}$ be a linear bounded operator. The problem is to find $(\hat{x}, \hat{u}) \in \boldsymbol{Z}$, where

$$
\begin{equation*}
\boldsymbol{Z}=\left\{(x, u) \in \mathcal{H} \times \mathcal{G} \mid 0 \in A x+L^{*} u, 0 \in B^{-1} u-L x\right\} \tag{3.2.1}
\end{equation*}
$$

is assumed to be non-empty.
It follows from [9, Proposition 2.8] that any solution $(\hat{x}, \hat{u})$ to Problem 3.2.1 satisfies that $\hat{x}$ is a solution to the primal inclusion

$$
\begin{equation*}
\text { find } \quad x \in \mathcal{H} \quad \text { such that } \quad 0 \in A x+L^{*} B L x \tag{3.2.2}
\end{equation*}
$$

and $\hat{u}$ is solution to the dual inclusion

$$
\begin{equation*}
\text { find } \quad u \in \mathcal{G} \quad \text { such that } \quad 0 \in B^{-1} u-L A^{-1}\left(-L^{*} u\right) \text {. } \tag{3.2.3}
\end{equation*}
$$

Conversely, if $\hat{x}$ is a solution to (3.2.2) then there exists $\tilde{u}$ solution to (3.2.3) such that $(\hat{x}, \tilde{u}) \in \boldsymbol{Z}$ and the dual argument also holds. In the particular case when $A=\partial f$ and $B=\partial g$ for lower semicontinuous convex proper functions $f: \mathcal{H} \rightarrow]-\infty,+\infty]$ and $g: \mathcal{G} \rightarrow]-\infty,+\infty]$, we have that $\boldsymbol{Z} \subset \mathcal{P} \times \mathcal{D}$, where $\mathcal{P}$ is the set of solutions to the convex optimization problem

$$
\begin{equation*}
\min _{x \in \mathcal{H}} f(x)+g(L x) \tag{3.2.4}
\end{equation*}
$$

and $\mathcal{D}$ is the set of solutions to its Fenchel-Rockafellar dual

$$
\begin{equation*}
\min _{u \in \mathcal{G}} g^{*}(u)+f^{*}\left(-L^{*} u\right) \tag{3.2.5}
\end{equation*}
$$

Problem 3.2.1 and its particular optimization case model a wide class of problems in engineering going from from mechanical problems [26, 28, 29], differential inclusions [1, 40], game theory [10], image processing problems as image restoration and denoising [14, 16, 22], traffic theory [7, 25, 27], among other disciplines.

In the last years, several algorithms have been proposed in order to solve Problem 3.2.1 and some generalizations involving cocoercive operators [9, 42, 31]. One of the most used, is the algorithm proposed in $[20]$ (see also $[42,5,6]$ and $[37,15]$ in the context of $(3.2 .4)$ ), which iterates

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
p_{n+1}=J_{\Upsilon A}\left(x_{n}-\Upsilon L^{*} u_{n}\right)  \tag{3.2.6}\\
q_{n+1}=J_{\Sigma B^{-1}}\left(u_{n}+\Sigma L\left(2 p_{n+1}-x_{n}\right)\right) \\
\left(x_{n+1}, y_{n+1}\right)=\left(1-\lambda_{n}\right)\left(x_{n}, y_{n}\right)+\lambda_{n}\left(p_{n+1}, q_{n+1}\right)
\end{array}\right.
$$

where $\left.\left(x_{0}, u_{0}\right) \in \mathcal{H} \times \mathcal{G},\left(\lambda_{n}\right)_{n \in \mathbb{N}} \subset\right] 0,2[$, and preconditioners $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ and $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ are strongly monotone self-adjoint linear bounded operators such that $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|<1$. It turns out that (3.2.6) corresponds to the relaxed proximal-point algorithm [38, 34] associated to the operator $\boldsymbol{V}^{-1} \boldsymbol{M}$, where $\boldsymbol{M}:(x, u) \mapsto\left(A x+L^{*} u\right) \times\left(B^{-1} u-L x\right)$ is maximally monotone in $\mathcal{H} \oplus \mathcal{G}$ [9, Proposition 2.7 (iii)] and the self-adjoint linear bounded operator

$$
\begin{equation*}
\boldsymbol{V}: \mathcal{H} \rightarrow \mathcal{H}:(x, u) \mapsto\left(\Upsilon^{-1} x-L^{*} u, \Sigma^{-1} u-L x\right) \tag{3.2.7}
\end{equation*}
$$

is strongly monotone if $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|<1$. Hence, $\boldsymbol{V}^{-1} \boldsymbol{M}$ is maximally monotone in the real Hilbert space $(\mathcal{H} \times \mathcal{G},\langle\cdot \mid \boldsymbol{V} \cdot\rangle)$ and the convergence is a consequence of $[38,34]$. Note that $J_{M}$ is also firmly nonexpansive in $\mathcal{H} \oplus \mathcal{G}$, however it has no explicit computation. Non-standard metrics are widely used not only to obtain explicit resolvent computations but also to accelerate algorithms $[11,21,31,42,23,19]$. In the presence of critical preconditioners, i.e., $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|=1$, the non-standard metric approach fails since ker $\boldsymbol{V} \neq\{0\}$ and, hence, $\langle\cdot \mid \boldsymbol{V} \cdot\rangle$ is not an inner product in $\mathcal{H} \times \mathcal{G}$. Hence, the convergence of (3.2.6) when $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\| \leq 1$ in the context of Problem 3.2.1 is an open question, which is partially answered in [21, Theorem 3.3] for solving (3.2.4) in a finite dimensional setting when $\Sigma=\sigma$ Id and $\Upsilon=\tau$ Id. In the particular case when $\lambda_{n} \equiv 1$, the weak convergence of (3.2.6) when $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\| \leq 1$ is deduced in [12] from an alternative formulation of (3.2.6). This formulation in the case when $L=\mathrm{Id}$, generates primal-dual iterates in the graph of $A$ and, therefore, the argument does not hold when relaxation steps are included in general.

In this paper we generalize [21, Theorem 3.3] to the monotone inclusion in Problem 3.2.1 in the infinite dimensional setting with critical preconditioners. Our approach is based on a fixed point theory restricted to $(\operatorname{ran} \boldsymbol{V},\langle\cdot \mid \boldsymbol{V} \cdot\rangle)$, which is a real Hilbert space under the condition ran $\boldsymbol{V}$ closed. We obtain the weak convergence of Kras-nosel'skiĭ-Mann iterations governed by firmly quasinonexpansive and averaged operators in (ran $\boldsymbol{V},\langle\cdot \mid \boldsymbol{V} \cdot\rangle$ ), which generalizes [17, Theorem 5.2(i)] and [3, Proposition 5.16]. This result is interesting in its own right. It is worth to notice that most of known algorithms can be seen as fixed point iterations of operators belonging to the previous classes $[5,6,9,21,31]$. Our approach gives new insights on primal-dual algorithms: the convergence of primal-dual iterates in $\mathcal{H}$ follows from the convergence of their shadows in ran $\boldsymbol{V}$.

We also provide a detailed analysis of the case $L=I d$ and relations of primal-dual algorithms with the relaxed Douglas-Rachford splitting (DRS) [24, 32]. We give a primaldual version of DRS derived from (3.2.6) when $L=I d$ and we recover the weak convergence of an auxiliary sequence whose primal-dual shadow is a solution to Problem 3.2.1, as in [24, 32].

We finish this paper by providing a numerical experiment on total variation image reconstruction, in which the advantages of using critical preconditioners and relaxation steps are illustrated.

The paper is organized as follows. In Section 3.2.2.1 we set our notation and some preliminaries. In Section 3.2.2.2 we study the fixed point problem on the range of linear operators and we provide conditions for the convergence of fixed point iterations governed by firmly quasinonexpansive or averaged nonexpansive operators. In Section 3.2.3 we apply fixed point results to the particular case of primal-dual monotone inclusions and we provide several connections with other results in the literature. In Section 3.2.4, we study in detail the particular case when $L=\mathrm{Id}$, which is connected with Douglas-Rachford splitting. Finally, in Section 3.2 .5 we provide numerical experiments in image processing.

### 3.2.2 Preliminaries

In this section we first provide our notation and some preliminaries. Next we study a specific fixed point problem involving the range of a self-adjoint monotone linear operator and we provide the convergence of a Krasnosel'skiǐ-Mann iteration in this vector subspace, which is interesting in its own right. The weak convergence of (3.2.6) with critical preconditioners is derived from previous fixed point analysis.

### 3.2.2.1 Notation

Throughout this paper $\mathcal{H}$ and $\mathcal{G}$ are real Hilbert spaces. We denote the scalar product by $\langle\cdot \mid \cdot\rangle$ and the associated norm by $\|\cdot\|$. The symbols $\rightharpoonup$ and $\rightarrow$ denotes the weak and strong convergence, respectively. Given a linear bounded operator $L: \mathcal{H} \rightarrow \mathcal{G}$, we denote its adjoint by $L^{*}: \mathcal{G} \rightarrow \mathcal{H}$, its kernel by $\operatorname{ker} L$, and its range by ran $L$. Id denotes the identity operator on $\mathcal{H}$. Let $D \subset \mathcal{H}$ be non-empty and let $T: D \rightarrow \mathcal{H}$. The set of fixed points of $T$ is given by $\operatorname{Fix} T=\{x \in D \mid x=T x\}$. Let $\beta \in] 0,+\infty[$. The operator $T$ is $\beta$-cocoercive if

$$
\begin{equation*}
(\forall x \in D)(\forall y \in D) \quad\langle x-y \mid T x-T y\rangle \geq \beta\|T x-T y\|^{2}, \tag{3.2.8}
\end{equation*}
$$

it is $\beta$-strongly monotone if

$$
\begin{equation*}
(\forall x \in D)(\forall y \in D) \quad\langle x-y \mid T x-T y\rangle \geq \beta\|x-y\|^{2}, \tag{3.2.9}
\end{equation*}
$$

it is nonexpansive if

$$
\begin{equation*}
(\forall x \in D)(\forall y \in D) \quad\|T x-T y\| \leq\|x-y\| \tag{3.2.10}
\end{equation*}
$$

it is quasinonexpansive if

$$
\begin{equation*}
(\forall x \in D)(\forall y \in \operatorname{Fix} T) \quad\|T x-y\| \leq\|x-y\| \tag{3.2.11}
\end{equation*}
$$

and it is firmly quasinonexpansive (or class $\mathfrak{T}$ ) if

$$
\begin{equation*}
(\forall x \in D)(\forall y \in \operatorname{Fix} T) \quad\|T x-y\|^{2} \leq\|x-y\|^{2}-\|T x-x\|^{2} \tag{3.2.12}
\end{equation*}
$$

Let $\alpha \in] 0,1[$. The operator $T$ is $\alpha$-averaged nonexpansive if $T=(1-\alpha) \operatorname{Id}+\alpha R$ for some nonexpansive operator $R: \mathcal{H} \rightarrow \mathcal{H}$, and $T$ is firmly nonexpansive if it is $\frac{1}{2}$-averaged nonexpansive.

Given a self-adjoint monotone linear bounded operator $V: \mathcal{H} \rightarrow \mathcal{H}$, we denote $\langle\cdot \mid \cdot\rangle_{V}=$ $\langle\cdot \mid V \cdot\rangle$, which is bilinear, positive semi-definite, and symmetric. Moreover, there exists a self-adjoint monotone linear bounded operator $\sqrt{V}: \mathcal{H} \rightarrow \mathcal{H}$ such that

$$
\begin{equation*}
V=\sqrt{V} \sqrt{V}, \quad(\forall x \in \mathcal{H}) \quad\langle x \mid V x\rangle=\|\sqrt{V} x\|^{2} \tag{3.2.13}
\end{equation*}
$$

and $\operatorname{ran} V=\operatorname{ran} \sqrt{V}$. In addition, if $V$ is strongly monotone, $\langle\cdot \mid \cdot\rangle_{V}$ defines an inner product on $\mathcal{H}$ and we denote by $\|\cdot\|_{V}=\sqrt{\langle\cdot \mid \cdot\rangle_{V}}$ the induced norm.

Let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a set-valued operator. The domain, range, and graph of $A$ are $\operatorname{dom} A=\{x \in \mathcal{H} \mid A x \neq \varnothing\}$, ran $A=\{u \in \mathcal{H} \mid(\exists x \in \mathcal{H}) u \in A x\}$, and gra $A=$ $\{(x, u) \in \mathcal{H} \times \mathcal{H} \mid u \in A x\}$, respectively. The set of zeros of $A$ is zer $A=\{x \in \mathcal{H} \mid 0 \in A x\}$, the inverse of $A$ is $A^{-1}: \mathcal{H} \rightarrow 2^{\mathcal{H}}: u \mapsto\{x \in \mathcal{H} \mid u \in A x\}$, and the resolvent of $A$ is $J_{A}=(\operatorname{Id}+A)^{-1}$. We have zer $A=\operatorname{Fix} J_{A}$. The operator $A$ is monotone if

$$
\begin{equation*}
(\forall(x, u) \in \operatorname{gra} A)(\forall(y, v) \in \operatorname{gra} A) \quad\langle x-y \mid u-v\rangle \geq 0 \tag{3.2.14}
\end{equation*}
$$

and it is maximally monotone if it is monotone and there exists no monotone operator $B: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ such that gra $B$ properly contains gra $A$, i.e., for every $(x, u) \in \mathcal{H} \times \mathcal{H}$,

$$
\begin{equation*}
(x, u) \in \operatorname{gra} A \quad \Leftrightarrow \quad(\forall(y, v) \in \operatorname{gra} A)\langle x-y \mid u-v\rangle \geq 0 . \tag{3.2.15}
\end{equation*}
$$

Let $C$ be a non-empty subset of $\mathcal{H}$ and let $\left(x_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathcal{H}$. Then $\left(x_{n}\right)_{n \in \mathbb{N}}$ is Fejér monotone with respect to $C$ if

$$
\begin{equation*}
(\forall x \in C)(\forall n \in \mathbb{N}) \quad\left\|x_{n+1}-x\right\| \leqslant\left\|x_{n}-x\right\| \tag{3.2.16}
\end{equation*}
$$

Let $D$ be a non-empty weakly sequentially closed subset of $\mathcal{H}$, let $T: D \rightarrow \mathcal{H}$, and let $u \in \mathcal{H}$. Then $T$ is demiclosed at $u$ in $(\mathcal{H},\langle\cdot \mid \cdot\rangle)$ if, for every sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ in $D$ and
every $x \in D$ such that $x_{n} \rightharpoonup x$ and $T x_{n} \rightarrow u$ in $(\mathcal{H},\langle\cdot \mid \cdot\rangle)$, we have have $T x=u$. In addition, $T$ is demiclosed if it is demiclosed at every point in $D$.

We denote by $\Gamma_{0}(\mathcal{H})$ the class of proper lower semicontinuous convex functions $f: \mathcal{H} \rightarrow$ $]-\infty,+\infty]$. Let $f \in \Gamma_{0}(\mathcal{H})$. The Fenchel conjugate of $f$ is defined by $f^{*}: u \mapsto \sup _{x \in \mathcal{H}}(\langle x \mid u\rangle-$ $f(x)$ ), which is a function in $\Gamma_{0}(\mathcal{H})$, the subdifferential of $f$ is the maximally monotone operator

$$
\partial f: x \mapsto\{u \in \mathcal{H} \mid(\forall y \in \mathcal{H}) f(x)+\langle y-x \mid u\rangle \leq f(y)\},
$$

$(\partial f)^{-1}=\partial f^{*}$, and we have that zer $\partial f$ is the set of minimizers of $f$, which is denoted by $\arg \min _{x \in \mathcal{H}} f$. Given a strongly monotone self-adjoint linear operator $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$, we denote by

$$
\begin{equation*}
\operatorname{prox}_{f}^{r}: x \mapsto \underset{y \in \mathcal{H}}{\arg \min }\left(f(y)+\frac{1}{2}\|x-y\|_{r}^{2}\right), \tag{3.2.17}
\end{equation*}
$$

and by $\operatorname{prox}_{f}=\operatorname{prox}_{f}^{\mathrm{Id}}$. We have $\operatorname{prox}_{f}^{\Upsilon}=J_{\Upsilon^{-1} \partial f}[3$, Proposition 24.24(i)] and it is single valued since the objective function in (3.2.17) is strongly convex. Moreover, it follows from [3, Proposition 24.24] that

$$
\begin{equation*}
\operatorname{prox}_{f}^{\Upsilon}=\operatorname{Id}-\Upsilon^{-1} \operatorname{prox}_{f^{*}}^{\Upsilon^{-1}} \Upsilon=\Upsilon^{-1}\left(\operatorname{Id}-\operatorname{prox}_{f^{*}}^{\Upsilon^{-1}}\right) \Upsilon . \tag{3.2.18}
\end{equation*}
$$

Given a non-empty closed convex set $C \subset \mathcal{H}$, we denote by $P_{C}$ the projection onto $C$ and by $\iota_{C} \in \Gamma_{0}(\mathcal{H})$ the indicator function of $C$, which takes the value 0 in $C$ and $+\infty$ otherwise. For further properties of monotone operators, nonexpansive mappings, and convex analysis, the reader is referred to [3].

The following result allows us to define algorithms in a real Hilbert space defined by the range of non-invertible self-adjoint linear bounded operators. The result is a direct consequence of [3, Fact 2.26] and (3.2.13).

Proposition 3.2.2. Let $V: \mathcal{H} \rightarrow \mathcal{H}$ be a monotone self-adjoint linear bounded operator. The following statements are equivalent.

1. ran $V$ is closed.
2. $(\exists \alpha>0)(\forall x \in \operatorname{ran} V)$

$$
\begin{equation*}
\langle V x \mid x\rangle \geq \alpha\|x\|^{2} . \tag{3.2.19}
\end{equation*}
$$

Moreover, if 1 or 2 holds, then $\left(\operatorname{ran} V,\langle\cdot \mid \cdot\rangle_{V}\right)$ is a real Hilbert space.
The following example exhibits a monotone self-adjoint linear bounded operator whose range is not closed, illustrating that assumption ran $V$ closed is not redundant in our setting.

Example 3.2.3. Let $\ell^{2}(\mathbb{R})$ be the real Hilbert space defined by square summable sequences in $\mathbb{R}$ endowed by the inner product $\langle\cdot \mid \cdot\rangle:(x, y) \mapsto \sum_{j \geq 1} x_{j} y_{j}$ and consider the monotone self-adjoint bounded linear operator

$$
V: \ell^{2}(\mathbb{R}) \rightarrow \ell^{2}(\mathbb{R}):\left(x_{n}\right)_{n \in \mathbb{N} \backslash\{0\}} \mapsto\left(x_{1}, \frac{x_{2}}{2}, \frac{x_{3}}{3}, \ldots\right)
$$

By considering the sequence $\left(x^{n}\right)_{n \in \mathbb{N}} \subset \ell^{2}(\mathbb{R})$ defined by $x_{j}^{n}=1$ for $j \leq n$ and $x_{j}^{n}=0$ for $j>n \ldots$ we have $V x^{n} \rightarrow y=(1 / j)_{j \in \mathbb{N} \backslash\{0\}} \in \ell^{2}(\mathbb{R})$ as $n \rightarrow+\infty$, and $y \notin \operatorname{ran} V$, which implies that ran $V$ is not closed.

### 3.2.2.2 Fixed points in the range of linear operators

The following fixed point problem is the basis for the analysis of primal-dual algorithms.
Problem 3.2.4. Let $(\mathcal{H},\langle\cdot \mid \cdot\rangle)$ be a real Hilbert space, let $\boldsymbol{V}: \mathcal{H} \rightarrow \mathcal{H}$ be a monotone self-adjoint linear bounded operator such that $\operatorname{ran} \boldsymbol{V}$ is closed, and let $\boldsymbol{S}: \mathcal{H} \rightarrow \mathcal{H}$ be such that $\operatorname{Fix} \boldsymbol{S} \neq \varnothing$, that $\boldsymbol{S}=\boldsymbol{S} \circ P_{\operatorname{ran} \boldsymbol{V}}$, and that $\left.\left(P_{\operatorname{ran} \boldsymbol{V}} \circ \boldsymbol{S}\right)\right|_{\mathrm{ran} \boldsymbol{V}}$ is quasinonexpansive in (ran $\left.\boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$. The problem is to

$$
\begin{equation*}
\text { find } \boldsymbol{x} \in \operatorname{Fix} \boldsymbol{S} . \tag{3.2.20}
\end{equation*}
$$

First observe that under the hypotheses on $\boldsymbol{V}$, Proposition 3.2.2 asserts that (ran $\boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}$ ) is a real Hilbert space. In the particular case when $\boldsymbol{V}=\mathbf{I d}$, we have $\operatorname{ran} \boldsymbol{V}=\mathcal{H}$, $P_{\mathrm{ran} \boldsymbol{V}}=\mathbf{I d}$, and Problem 3.2.4 is solved in [17] when $\boldsymbol{S}$ is firmly quasinonexpansive (or class $\mathfrak{T}$ ), and $\mathbf{I d}-\boldsymbol{S}$ is demiclosed at $\mathbf{0}$, and in $[3,18]$ when $\boldsymbol{S}$ is averaged nonexpansive. In the case when $\boldsymbol{V}$ is self-adjoint and strongly monotone, we also have ran $\boldsymbol{V}=\mathcal{H}$, $P_{\mathrm{ran} \boldsymbol{V}}=\mathbf{I d}$, and several approaches with non-standard metrics are developed for solving Problem 3.2.4 by using contractive assumptions on $\boldsymbol{S}$ (see, e.g., [11, 19, 21, 23, 31, 37, 42]). In all cases, the problem is solved via the Krasnosel'skií-Mann iteration

$$
\begin{equation*}
\boldsymbol{x}_{0} \in \mathcal{H}, \quad(\forall n \in \mathbb{N}) \quad \boldsymbol{x}_{n+1}=\left(1-\lambda_{n}\right) \boldsymbol{x}_{n}+\lambda_{n} \boldsymbol{S} \boldsymbol{x}_{n}, \tag{3.2.21}
\end{equation*}
$$

where $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ is a strictly positive sequence. The main difference of Problem 3.2.4 with respect to previous literature is that the contractive property is only guaranteed for the shadow operator $\left.\left(P_{\operatorname{ran} \boldsymbol{V}} \circ \boldsymbol{S}\right)\right|_{\mathrm{ran} \boldsymbol{V}}$ on (ran $\left.\boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$ without any further assumption on $\boldsymbol{S}$. In this section we obtain conditions for ensuring the convergence of the shadow sequence $\left(P_{\operatorname{ran} \boldsymbol{V}} \boldsymbol{x}_{n}\right)_{n \in \mathbb{N}}$ to a solution to Problem 3.2.4 from (3.2.21). We first need the following technical lemma.

Lemma 3.2.5. Let $\boldsymbol{Q}: \mathcal{H} \rightarrow \mathcal{H}$ and let $\boldsymbol{S}: \mathcal{H} \rightarrow \mathcal{H}$ be such that $\operatorname{Fix} \boldsymbol{S} \neq \varnothing$ and $\boldsymbol{S}=$ $\boldsymbol{S} \circ \boldsymbol{Q}$. Then $\boldsymbol{S}(\operatorname{Fix}(\boldsymbol{Q} \circ \boldsymbol{S}))=\operatorname{Fix} \boldsymbol{S}$ and, in particular, $\operatorname{Fix}(\boldsymbol{Q} \circ \boldsymbol{S}) \neq \varnothing$.

Proof. First, let $\boldsymbol{x} \in \operatorname{Fix} \boldsymbol{S}$. Since $\boldsymbol{S}=\boldsymbol{S} \circ \boldsymbol{Q}$ we have

$$
\begin{aligned}
\boldsymbol{S} \boldsymbol{x}=\boldsymbol{x} & \Leftrightarrow \boldsymbol{S}(\boldsymbol{Q} \boldsymbol{x})=\boldsymbol{x} \\
& \Rightarrow \boldsymbol{Q} \circ \boldsymbol{S}(\boldsymbol{Q} \boldsymbol{x})=\boldsymbol{Q} \boldsymbol{x}
\end{aligned}
$$

hence $\boldsymbol{Q} \boldsymbol{x} \in \operatorname{Fix}(\boldsymbol{Q} \circ \boldsymbol{S})$ and $\boldsymbol{S}(\boldsymbol{Q} \boldsymbol{x})=\boldsymbol{x}$. Thus, $\boldsymbol{x} \in \boldsymbol{S}(\operatorname{Fix}(\boldsymbol{Q} \circ \boldsymbol{S}))$ and we conclude $\operatorname{Fix} \boldsymbol{S} \subset \boldsymbol{S}(\operatorname{Fix}(\boldsymbol{Q} \circ \boldsymbol{S}))$. Conversely, let $\boldsymbol{x} \in \operatorname{Fix}(\boldsymbol{Q} \circ \boldsymbol{S})$. Since $\boldsymbol{S}=\boldsymbol{S} \circ \boldsymbol{Q}$, we have

$$
\begin{aligned}
\boldsymbol{Q}(\boldsymbol{S} \boldsymbol{x})=\boldsymbol{x} & \Rightarrow \boldsymbol{S}(\boldsymbol{Q}(\boldsymbol{S} \boldsymbol{x}))=\boldsymbol{S} \boldsymbol{x} \\
& \Rightarrow \boldsymbol{S}(\boldsymbol{S} \boldsymbol{x})=\boldsymbol{S} \boldsymbol{x} \\
& \Rightarrow \boldsymbol{S} \boldsymbol{x} \in \mathrm{Fix} \boldsymbol{S} .
\end{aligned}
$$

Thus $\boldsymbol{S}(\operatorname{Fix}(\boldsymbol{Q} \circ \boldsymbol{S})) \subset \operatorname{Fix} \boldsymbol{S}$ and the result follows.
Now we prove that Krasnosel'skiil-Mann iterations defined by $\boldsymbol{S}$ approximate the solutions to Problem 3.2.4 via their shadows in $\operatorname{ran} \boldsymbol{V}$. We derive our result for firmly quasinonexpansive (or class $\mathfrak{T}$ ) operators $\boldsymbol{T}$ such that $\mathbf{I d}-\boldsymbol{T}$ is demiclosed at $\mathbf{0}$, and for $\alpha$-averaged nonexpansive operators, for some $\alpha \in] 0,1[$.

Proposition 3.2.6. In the context of Problem 3.2.4, define

$$
\begin{equation*}
\boldsymbol{T}: \operatorname{ran} \boldsymbol{V} \rightarrow \operatorname{ran} \boldsymbol{V}: x \mapsto P_{\mathrm{ran}} \boldsymbol{V} \circ \boldsymbol{S} x \tag{3.2.22}
\end{equation*}
$$

and consider the sequence $\left(\boldsymbol{x}_{n}\right)_{n \in \mathbb{N}}$ defined by the recurrence

$$
\begin{equation*}
\boldsymbol{x}_{0} \in \mathcal{H}, \quad(\forall n \in \mathbb{N}) \quad \boldsymbol{x}_{n+1}=\left(1-\lambda_{n}\right) \boldsymbol{x}_{n}+\lambda_{n} \boldsymbol{S} \boldsymbol{x}_{n} \tag{3.2.23}
\end{equation*}
$$

Moreover, suppose that one of the following holds:
(i) $\boldsymbol{T}$ is firmly quasinonexpansive, $\mathbf{I d}-\boldsymbol{T}$ is demiclosed at $\mathbf{0}$ in (ran $\left.\boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$, and $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ is a sequence in $[\varepsilon, 2-\varepsilon]$ for some $\left.\varepsilon \in\right] 0,1[$.
(ii) $\boldsymbol{T}$ is $\alpha$-averaged nonexpansive in $\left(\operatorname{ran} \boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$ for some $\left.\alpha \in\right] 0,1\left[\right.$ and $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ is a sequence in $[0,1 / \alpha]$ such that $\sum_{n \in \mathbb{N}} \lambda_{n}\left(1-\alpha \lambda_{n}\right)=+\infty$.

Then the following hold:

1. $\left(P_{\mathrm{ran} \boldsymbol{V}} \boldsymbol{x}_{n}\right)_{n \in \mathbb{N}}$ is Féjer monotone in $\left(\operatorname{ran} \boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$ with respect to Fix $\boldsymbol{T}$.
2. $\left(P_{\mathrm{ran} \boldsymbol{V}}\left(\boldsymbol{S} \boldsymbol{x}_{n}-\boldsymbol{x}_{n}\right)\right)_{n \in \mathbb{N}}$ converges strongly to $\mathbf{0}$ in $\left(\operatorname{ran} \boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$.
3. $\left(P_{\mathrm{ran} \boldsymbol{V}} \boldsymbol{x}_{n}\right)_{n \in \mathbb{N}}$ converges weakly in (ran $\left.\boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}\right)$ to some $\hat{\boldsymbol{x}} \in \operatorname{Fix} \boldsymbol{T}$ and $\boldsymbol{S} \hat{\boldsymbol{x}}$ is a solution to Problem 3.2.4.

Proof. Since $\boldsymbol{V}$ is a monotone bounded self-adjoint linear operator and ran $\boldsymbol{V}$ is closed, it follows from Proposition 3.2.2 that ( $\operatorname{ran} \boldsymbol{V},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}}$ ) is a real Hilbert space. Moreover, since $\boldsymbol{S}=\boldsymbol{S} \circ P_{\text {ran }} \boldsymbol{V}$ and Fix $\boldsymbol{S} \neq \varnothing$, Lemma 3.2.5 yields

$$
\begin{equation*}
\boldsymbol{S}(\operatorname{Fix} \boldsymbol{T})=\operatorname{Fix} \boldsymbol{S} \tag{3.2.24}
\end{equation*}
$$

and, hence, Fix $\boldsymbol{T} \neq \varnothing$. Therefore, since $P_{\mathrm{ran} \boldsymbol{V}}$ is linear, by defining, for every $n \in \mathbb{N}$, $\boldsymbol{y}_{n}=P_{\mathrm{ran} \boldsymbol{V}} \boldsymbol{x}_{n}$, it follows from (3.2.23) and $\boldsymbol{T}=\boldsymbol{T} \circ P_{\mathrm{ran} \boldsymbol{V}}$ that

$$
\begin{equation*}
\boldsymbol{y}_{0} \in \operatorname{ran} \boldsymbol{V}, \quad(\forall n \in \mathbb{N}) \quad \boldsymbol{y}_{n+1}=\left(1-\lambda_{n}\right) \boldsymbol{y}_{n}+\lambda_{n} \boldsymbol{T} \boldsymbol{y}_{n} . \tag{3.2.25}
\end{equation*}
$$

If we assume (i), since $\inf _{n \in \mathbb{N}} \lambda_{n}\left(2-\lambda_{n}\right) \geq \varepsilon^{2}, 1$ and 2 follow from [17, Proposition 4.2] in the error free case. Finally, it follows from [17, Theorem 5.2(i)] that $\boldsymbol{y}_{n}$ converges weakly to some $\hat{\boldsymbol{y}} \in \operatorname{Fix} \boldsymbol{T}$, and 3 is obtained from (3.2.24).

On the other hand, if we assume (ii), the results follow from [3, Proposition 5.16] and (3.2.24).

Remark 3.2.7. 1. Previous results does not include summable errors for ease of the presentation, but they can be included effortlessly.
2. In the case when $\boldsymbol{V}$ is strongly monotone, we have $\operatorname{ran} \boldsymbol{V}=\mathcal{H}, P_{\operatorname{ran} \boldsymbol{V}}=\mathbf{I d}$, and Proposition 3.2.6(i) and Proposition 3.2.6(ii) are equivalent to [17, Theorem 5.2(i)] and [3, Proposition 5.16], respectively.
3. In [19, 23], a version of [3, Proposition 5.16] allowing for operators $\left(\boldsymbol{S}_{k}\right)_{k \in \mathbb{N}}$ and $\left(\boldsymbol{V}_{k}\right)_{k \in \mathbb{N}}$ varying among iterations is proposed. This modification allows to include variable step-sizes in primal-dual algorithms. In our context, the difficulty of including such generalization lies on the variation of the real Hilbert spaces $\left(\operatorname{ran} \boldsymbol{V}_{k},\langle\cdot \mid \cdot\rangle_{\boldsymbol{V}_{k}}\right)_{k \in \mathbb{N}}$, which complicates the asymptotic analysis.

### 3.2.3 Application to Primal-Dual algorithms for monotone inclusions

Now we focus on the asymptotic analysis of the relaxed primal-dual algorithm in (3.2.6) for solving Problem 3.2.1. First, note that $\boldsymbol{Z}=\operatorname{zer} \boldsymbol{M}$, where

$$
\begin{equation*}
\boldsymbol{M}: \mathcal{H} \rightarrow 2^{\mathcal{H}}:(x, u) \mapsto\left\{(y, v) \in \mathcal{H} \mid y \in A x+L^{*} u, v \in B^{-1} u-L x\right\} \tag{3.2.26}
\end{equation*}
$$

is maximally monotone in $\mathcal{H}=\mathcal{H} \oplus \mathcal{G}$ [9, Proposition 2.7(iii)]. We define

$$
\begin{equation*}
\boldsymbol{V}: \mathcal{H} \rightarrow \mathcal{H}:(x, u) \mapsto\left(\Upsilon^{-1} x-L^{*} u, \Sigma^{-1} u-L x\right) \tag{3.2.27}
\end{equation*}
$$

where $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ are strongly monotone self-adjoint linear operators such that $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\| \leq 1$. In the case when, $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|<1$, $\boldsymbol{V}$ is strongly monotone
[20, eq. (6.15)] and the primal-dual algorithm is obtained by applying the proximal point algorithm (PPA) to the maximally monotone operator $\boldsymbol{V}^{-1} \boldsymbol{M}$ in the space ( $\mathcal{H} \times \mathcal{G},\langle\langle\cdot|$ $\left.\cdot\rangle\rangle_{\boldsymbol{V}}\right)[6,19,21,31,37,42]$. In the case when $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|=1, \boldsymbol{V}$ is no longer strongly monotone and $\langle\langle\cdot \mid \cdot\rangle\rangle_{\boldsymbol{V}}$ does not define an inner product. However, if ran $\boldsymbol{V}$ is closed, (ran $\boldsymbol{V},\langle\langle\cdot \mid \cdot\rangle\rangle_{\boldsymbol{V}}$ ) is a real Hilbert space in view of Proposition 3.2.2, and we obtain the convergence of the primal-dual algorithm when $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\| \leq 1$ in this Hilbert space using Proposition 3.2.6. The following result provides conditions on Problem 3.2.1 guaranteeing that ran $\boldsymbol{V}$ is closed.

Proposition 3.2.8. In the context of Problem 3.2.1, set $\mathcal{H}=\mathcal{H} \oplus \mathcal{G}$, let $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ be strongly monotone self-adjoint linear bounded operators such that $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\| \leq 1$, and let $\boldsymbol{V}$ be the operator defined in (3.2.27). Then, the following hold:

1. $\boldsymbol{V}$ is linear, bounded, self-adjoint, and $\frac{\tau \sigma}{\tau+\sigma}$-cocoercive, where $\sigma>0$ and $\tau>0$ are the strongly monotone constants of $\Sigma$ and $\Upsilon$, respectively.
2. The followings statements are equivalent.
(a) ran $\boldsymbol{V}$ is closed in $\mathcal{H}$.
(b) $\operatorname{ran}\left(\Sigma^{-1}-L \Upsilon L^{*}\right)$ is closed in $\mathcal{G}$.
(c) $\operatorname{ran}\left(\Upsilon^{-1}-L^{*} \Sigma L\right)$ is closed in $\mathcal{H}$.

Proof. 1: It is a direct consequence of [12, Proposition 2.1]. 2: $(2 \mathrm{a} \Rightarrow 2 \mathrm{~b})$. Let $\left(v_{n}\right)_{n \in \mathbb{N}}$ be sequence in $\operatorname{ran}\left(\Sigma^{-1}-L \Upsilon L^{*}\right)$ such that $v_{n} \rightarrow v$. Therefore, for each $n \in \mathbb{N}$, there exists $u_{n} \in \mathcal{G}$ such that $v_{n}=\Sigma^{-1} u_{n}-L \Upsilon L^{*} u_{n}$. Note that $\boldsymbol{V}\left(\Upsilon L^{*} u_{n}, u_{n}\right)=\left(0, v_{n}\right) \rightarrow(0, v)$. Since ran $\boldsymbol{V}$ is closed, there exists some $(x, u) \in \mathcal{H} \times \mathcal{G}$ such that $\boldsymbol{V}(x, u)=(0, v)$, i.e.,

$$
\begin{aligned}
\boldsymbol{V}(x, u)=(0, v) & \Leftrightarrow\left\{\begin{array}{l}
\Upsilon^{-1} x-L^{*} u=0 \\
\Sigma^{-1} u-L x=v
\end{array}\right. \\
& \Rightarrow \quad \Sigma^{-1} u-L \Upsilon L^{*} u=v
\end{aligned}
$$

Then $v \in \operatorname{ran}\left(\Sigma^{-1}-L \Upsilon L^{*}\right)$ and, therefore, $\operatorname{ran}\left(\Sigma^{-1}-L \Upsilon L^{*}\right)$ is closed.
$(2 \mathrm{~b} \Rightarrow 2 \mathrm{a})$. Let $\left(\left(y_{n}, v_{n}\right)\right)_{n \in \mathbb{N}}$ be a sequence in ran $\boldsymbol{V}$ such that $\left(y_{n}, v_{n}\right) \rightarrow(y, v)$. Then, for every $n \in \mathbb{N}$, there exists $\left(x_{n}, u_{n}\right)$ such that $\left(y_{n}, u_{n}\right)=\boldsymbol{V}\left(x_{n}, u_{n}\right)$, or equivalently,

$$
\left\{\begin{array}{l}
y_{n}=\Upsilon^{-1} x_{n}-L^{*} u_{n}  \tag{3.2.28}\\
v_{n}=\Sigma^{-1} u_{n}-L x_{n}
\end{array}\right.
$$

By applying $L \Upsilon$ to the first equation in (3.2.28) and adding it to the second equation, by the continuity of $\Upsilon$ and $L$, we obtain

$$
\begin{equation*}
\left(\Sigma^{-1}-L \Upsilon L^{*}\right) u_{n}=L \Upsilon y_{n}+v_{n} \rightarrow L \Upsilon y+v \tag{3.2.29}
\end{equation*}
$$

Hence, since $\operatorname{ran}\left(\Sigma^{-1}-L \Upsilon L^{*}\right)$ is closed, there exists $u \in \mathcal{G}$ such that $L \Upsilon y+v=\left(\Sigma^{-1}-\right.$ $\left.L \Upsilon L^{*}\right) u$. We deduce $\boldsymbol{V}\left(\Upsilon\left(L^{*} u+y\right), u\right)=(y, v)$ and, therefore, ran $\boldsymbol{V}$ is closed.
(2a $\Leftrightarrow 2 \mathrm{c}$ ). Define $\tilde{\boldsymbol{V}}: \mathcal{G} \oplus \mathcal{H} \rightarrow \mathcal{G} \oplus \mathcal{H}:(u, x) \mapsto\left(\Sigma^{-1} u-L x, \Upsilon^{-1} x-L^{*} u\right)$. By the equivalence $2 \mathrm{a} \Leftrightarrow 2 \mathrm{~b} \operatorname{ran} \tilde{\boldsymbol{V}}$ is closed if and only if $\operatorname{ran}\left(\Upsilon^{-1}-L^{*} \Sigma L\right)$ is closed. Consider the isometric map $\boldsymbol{\Lambda}: \mathcal{H} \oplus \mathcal{G} \rightarrow \mathcal{G} \oplus \mathcal{H}:(x, u) \mapsto(u, x)$. Since $\boldsymbol{\Lambda} \circ \boldsymbol{V}=\tilde{\boldsymbol{V}}$, ran $\boldsymbol{V}$ is closed if and only if $\operatorname{ran} \tilde{\boldsymbol{V}}$ is closed and the result follows.

Remark 3.2.9. 1. In the case when $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|<1$, we have that $\Upsilon^{-1}-L \Sigma L^{*}$ is strongly monotone and, thus, invertible. This is indeed an equivalence which follows from [12, eq. (2.7)]. Therefore, $\operatorname{ran}\left(\Upsilon^{-1}-L \Sigma L^{*}\right)=\mathcal{G}$ and $\operatorname{ran} \boldsymbol{V}$ is closed in view of Proposition 3.2.8.
2. Assume that $\operatorname{ran} L=\mathcal{G}$. Note that, for every $u \in \mathcal{G},\left\langle L \Upsilon L^{*} u \mid u\right\rangle \geq \tau\left\|L^{*} u\right\|^{2} \geq$ $\tau \alpha^{2}\|u\|^{2}$, where $\tau>0$ is the strong monotonicity parameter of $\Upsilon$ and the existence of $\alpha>0$ is guaranteed by [3, Fact 2.26]. Hence, by setting $\Sigma=\left(L \Upsilon L^{*}\right)^{-1}$ we have $\Sigma^{-1}-$ $L \Upsilon L^{*}=0$. Hence, $\operatorname{ran}\left(\Sigma^{-1}-L \Upsilon L^{*}\right)=\{0\}$ which is closed and Proposition 3.2.8 implies that ran $\boldsymbol{V}$ is closed. This case arises in wavelets transformations in image and signal processing (see, e.g., [33]).

The next theorem is the main result of this section, in which we interpret the primaldual splitting as a relaxed proximal point algorithm (PPA) applied to the primal-dual operator

$$
\begin{equation*}
\boldsymbol{W}: \mathcal{H} \rightarrow 2^{\mathcal{H}}:(x, u) \mapsto\{(y, v) \in \mathcal{H} \mid \boldsymbol{V}(y, v) \in \boldsymbol{M}(x, u)\} \tag{3.2.30}
\end{equation*}
$$

where $\boldsymbol{M}$ and $\boldsymbol{V}$ are defined in (3.2.26) and (3.2.27), respectively. Note that, in the case when $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|<1, \boldsymbol{V}$ is invertible and $\boldsymbol{W}=\boldsymbol{V}^{-1} \boldsymbol{M}$, which is maximally monotone in $(\mathcal{H},\langle\langle\cdot \mid \boldsymbol{V} \cdot\rangle\rangle)$ in view of [3, Proposition 20.24]. This implies that $J_{\boldsymbol{W}}$ is firmly nonexpansive under the same metric [3, Proposition 23.8(iii)]. These properties do not hold when $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|=1$, but $P_{\text {ran } \boldsymbol{V}} \circ J_{\boldsymbol{W}}$ is firmly nonexpansive in the real Hilbert space (ran $\boldsymbol{V},\langle\langle\cdot \mid \boldsymbol{V} \cdot\rangle\rangle$ ), from which the weak convergence of primal-dual algorithm is obtained.

Theorem 3.2.10. In the context of Problem 3.2.1, let $\boldsymbol{V}$ be the operator defined in (3.2.27), where $\Sigma: \mathcal{G} \rightarrow \mathcal{G}$ and $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ are self-adjoint linear strongly monotone operators such that $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\| \leq 1$, and suppose that ran $\boldsymbol{V}$ is closed. Moreover, let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[0,2]$ satisfying $\sum_{n \in \mathbb{N}} \lambda_{n}\left(2-\lambda_{n}\right)=+\infty$, and consider the sequence $\left(\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ defined by the recurrence

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
p_{n+1}=J_{\Upsilon A}\left(x_{n}-\Upsilon L^{*} u_{n}\right)  \tag{3.2.31}\\
q_{n+1}=J_{\Sigma B^{-1}}\left(u_{n}+\Sigma L\left(2 p_{n+1}-x_{n}\right)\right) \\
\left(x_{n+1}, u_{n+1}\right)=\left(1-\lambda_{n}\right)\left(x_{n}, u_{n}\right)+\lambda_{n}\left(p_{n+1}, q_{n+1}\right)
\end{array}\right.
$$

where $\left(x_{0}, u_{0}\right) \in \mathcal{H} \times \mathcal{G}$. Then $\left(P_{\operatorname{ran} \boldsymbol{V}}\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ converges weakly in (ran $\left.\boldsymbol{V},\langle\langle\cdot \mid \cdot\rangle\rangle_{\boldsymbol{V}}\right)$ to some $(\hat{y}, \hat{v}) \in \operatorname{Fix}\left(P_{\operatorname{ran} \boldsymbol{V}} \circ J_{\boldsymbol{W}}\right)$, where $\boldsymbol{W}$ is defined in (3.2.30). Moreover,

$$
\begin{equation*}
\left(J_{\Upsilon A}\left(\hat{y}-\Upsilon L^{*} \hat{v}\right), J_{\Sigma B^{-1}}\left(\hat{v}+\Sigma L\left(2 J_{\Upsilon A}\left(\hat{y}-\Upsilon L^{*} \hat{v}\right)-\hat{y}\right)\right)\right) \tag{3.2.32}
\end{equation*}
$$

is a solution to Problem 3.2.1.
Proof. First, it follows from Proposition 3.2.8(1) that $\boldsymbol{V}$ is a monotone self-adjoint linear bounded operator. Note that

$$
\begin{equation*}
\text { Fix } J_{\boldsymbol{W}}=\operatorname{zer} \boldsymbol{W}=\operatorname{zer} \boldsymbol{M}=\boldsymbol{Z} \neq \varnothing \tag{3.2.33}
\end{equation*}
$$

and, for every $(x, u)$ and $(p, q)$ in $\mathcal{H}$,

$$
\begin{align*}
(p, q) \in J_{\boldsymbol{W}}(x, u) & \Leftrightarrow(x-p, u-q) \in \boldsymbol{W}(p, q) \\
& \Leftrightarrow \boldsymbol{V}(x-p, u-q) \in \boldsymbol{M}(p, q) \\
& \Leftrightarrow\left\{\begin{array}{l}
\Upsilon^{-1}(x-p)-L^{*}(u-q) \in A p+L^{*} q \\
\Sigma^{-1}(u-q)-L(x-p) \in B^{-1} q-L p
\end{array}\right. \\
& \Leftrightarrow\left\{\begin{array}{l}
p=J_{\Upsilon A}\left(x-\Upsilon L^{*} u\right) \\
q=J_{\Sigma B^{-1}}(u+\Sigma L(2 p-x))
\end{array}\right. \tag{3.2.34}
\end{align*}
$$

Hence, $J_{\boldsymbol{W}}$ is single valued and, for every $(x, u) \in \mathcal{H}$,

$$
\begin{aligned}
J_{\boldsymbol{W}}(x, u) & =\left(J_{\Upsilon A}\left(x-\Upsilon L^{*} u\right), J_{\Sigma B^{-1}}\left(u-\Sigma L x+2 \Sigma L J_{\Upsilon A}\left(x-\Upsilon L^{*} u\right)\right)\right) \\
& =\boldsymbol{R}\left(\Upsilon^{-1} x-L^{*} u, \Sigma^{-1} u-L x\right) \\
& =\boldsymbol{R}(\boldsymbol{V}(x, u))
\end{aligned}
$$

where $\boldsymbol{R}:(x, u) \mapsto\left(J_{\Upsilon A}(\Upsilon x), J_{\Sigma B^{-1}}\left(\Sigma u+2 \Sigma L J_{\Upsilon A}(\Upsilon x)\right)\right)$, which yields

$$
\begin{equation*}
J_{\boldsymbol{W}}=\boldsymbol{R} \circ \boldsymbol{V}=\boldsymbol{R} \circ \boldsymbol{V} \circ P_{\mathrm{ran} \boldsymbol{V}}=J_{\boldsymbol{W}} \circ P_{\mathrm{ran} \boldsymbol{V}} \tag{3.2.35}
\end{equation*}
$$

Moreover, by defining $\boldsymbol{T}=P_{\operatorname{ran} \boldsymbol{V}} \circ J_{\boldsymbol{W}}$, we deduce from $\boldsymbol{V}=\boldsymbol{V} \circ P_{\mathrm{ran} \boldsymbol{V}}$, (3.2.30), ker $\boldsymbol{V} \oplus \operatorname{ran} \boldsymbol{V}=\boldsymbol{\mathcal { H }}$, and the monotonicity of $\boldsymbol{M}$ that, for every $\boldsymbol{z}$ and $\boldsymbol{w}$ in ran $\boldsymbol{V}$,

$$
\begin{align*}
\langle\langle\boldsymbol{T} \boldsymbol{z}-\boldsymbol{T} \boldsymbol{w}|(\mathbf{I d} & -\boldsymbol{T}) \boldsymbol{z}-(\mathbf{I d}-\boldsymbol{T}) \boldsymbol{w}\rangle\rangle_{\boldsymbol{V}} \\
& =\left\langle\left\langle J_{\boldsymbol{W}} \boldsymbol{z}-J_{\boldsymbol{W}} \boldsymbol{w} \mid \boldsymbol{V}\left(\boldsymbol{z}-J_{\boldsymbol{W}} \boldsymbol{z}\right)-\boldsymbol{V}\left(\boldsymbol{w}-J_{\boldsymbol{W}} \boldsymbol{w}\right)\right\rangle\right\rangle \\
& \geq 0 \tag{3.2.36}
\end{align*}
$$

which yields the firm nonexpansivity of $\boldsymbol{T}$ in $(\operatorname{ran} \boldsymbol{V},\langle\langle\cdot \mid \boldsymbol{V} \cdot\rangle\rangle)$. Therefore, it follows from (3.2.33) and (3.2.35) that Problem 3.2.1 is a particular instance of Problem 3.2.4 with $\boldsymbol{S}=J_{\boldsymbol{W}}$. In addition, (3.2.31) and (3.2.34) yields

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad \boldsymbol{x}_{n+1}=\left(1-\lambda_{n}\right) \boldsymbol{x}_{n}+\lambda_{n} J_{\boldsymbol{W}} \boldsymbol{x}_{n}, \tag{3.2.37}
\end{equation*}
$$

where, for every $n \in \mathbb{N}, \boldsymbol{x}_{n}=\left(x_{n}, u_{n}\right)$. Altogether, we obtain the results by applying Theorem 3.2.6(ii) with $\alpha=1 / 2$ and $\boldsymbol{S}=J_{\boldsymbol{W}}$.

Remark 3.2.11. 1. Since $J_{\boldsymbol{W}} \circ P_{\operatorname{ran} \boldsymbol{V}}=J_{\boldsymbol{W}}$, the sequence $\left(P_{\operatorname{ran} \boldsymbol{V}}\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ is not needed in practice. Indeed, since

$$
(\forall \boldsymbol{x} \in \mathcal{H}) \quad\|\boldsymbol{x}\|_{\boldsymbol{V}}=\left\|P_{\mathrm{ran} \boldsymbol{V}} \boldsymbol{x}\right\|_{\boldsymbol{V}}
$$

we can use a stopping criteria only involving $\left(\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$.
2. Suppose that $\mathcal{G}=\oplus_{i=1}^{m} \mathcal{G}_{i}, B:\left(u_{i}\right)_{1 \leq i \leq m} \mapsto \times_{i=1}^{m} B_{i} u_{i}, \Sigma:\left(u_{i}\right)_{1 \leq i \leq m} \mapsto\left(\Sigma_{i} u_{i}\right)_{1 \leq i \leq m}$, and $L: x \mapsto\left(L_{i} x\right)_{1 \leq i \leq m}$, where, for every $i \in\{1, \ldots, m\}$, $\mathcal{G}_{i}$ is a real Hilbert space, $B_{i}$ is maximally monotone, $\Sigma_{i}: \mathcal{G}_{i} \rightarrow \mathcal{G}_{i}$ is a strongly monotone self-adjoint linear bounded operator, and $L_{i}: \mathcal{H} \rightarrow \mathcal{G}_{i}$ is a linear bounded operator. In this context, the inclusion in (3.2.2) is equivalent to

$$
\begin{equation*}
\text { find } \quad x \in \mathcal{H} \quad \text { such that } \quad 0 \in A x+\sum_{i=1}^{m} L_{i}^{*} B_{i} L_{i} x \tag{3.2.38}
\end{equation*}
$$

Then, under the assumptions

$$
\begin{equation*}
\sum_{i=1}^{m}\left\|\sqrt{\Sigma_{i}} L_{i} \sqrt{\Upsilon}\right\|^{2} \leq 1 \quad \text { and } \quad \operatorname{ran}\left(\Upsilon^{-1}-\sum_{i=1}^{m} L_{i}^{*} \Sigma_{i} L_{i}\right) \quad \text { is closed, } \tag{3.2.39}
\end{equation*}
$$

Proposition 3.2.8 and Theorem 3.2.10 ensures the convergence of (3.2.31), which reduces to

$$
(\forall n \in \mathbb{N}) \quad\left[\left.\begin{array}{l}
p_{n+1}=J_{\Upsilon A}\left(x_{n}-\Upsilon \sum_{i=1}^{m} L_{i}^{*} u_{i, n}\right)  \tag{3.2.40}\\
x_{n+1}=\left(1-\lambda_{n}\right) x_{n}+\lambda_{n} p_{n+1} \\
\text { for } i=1, \ldots, m
\end{array} \right\rvert\, \begin{array}{l}
q_{i, n+1}=J_{\Sigma_{i} B_{i}^{-1}}\left(u_{i, n}+\Sigma_{i} L_{i}\left(2 p_{n+1}-x_{n}\right)\right) \\
u_{i, n+1}=\left(1-\lambda_{n}\right) u_{i, n}+\lambda_{n} q_{i, n+1} .
\end{array}\right.
$$

Note that (3.2.40) has the same structure than the algorithm in [20, Corolary 6.2] without considering cocoercive operators and the convergence is guaranteed under the weaker assumption (3.2.39) in view of Remark 3.2.9(1).
3. In the context of the optimization problem in (3.2.4), (3.2.31) reduces to

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
p_{n+1}=\operatorname{prox}_{f}^{\Upsilon-1}\left(x_{n}-\Upsilon L^{*} u_{n}\right)  \tag{3.2.41}\\
q_{n+1}=\operatorname{prox}_{g^{*}}^{\Sigma^{-1}}\left(u_{n}+\Sigma L\left(2 p_{n+1}-x_{n}\right)\right) \\
\left(x_{n+1}, u_{n+1}\right)=\left(1-\lambda_{n}\right)\left(x_{n}, u_{n}\right)+\lambda_{n}\left(p_{n+1}, q_{n+1}\right)
\end{array}\right.
$$

Under the additional condition $\operatorname{ran} \boldsymbol{V}$ closed, Theorem 3.2.10 generalizes [21, Theorem 3.3] to infinite dimensional spaces and allowing preconditioners and a larger choice of parameters $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$. Indeed, in finite dimensional spaces, ran $\boldsymbol{V}$ is closed,

Theorem 3.2.10 implies that $P_{\operatorname{ran} \boldsymbol{V}}\left(x_{n}, u_{n}\right) \rightarrow(\hat{y}, \hat{v}) \in \operatorname{ran} \boldsymbol{V}$ in $\left(\operatorname{ran} \boldsymbol{V},\langle\langle\cdot \mid \cdot\rangle\rangle_{\boldsymbol{V}}\right)$ and, since $J_{\boldsymbol{W}}=J_{\boldsymbol{W}} \circ P_{\mathrm{ran} \boldsymbol{V}}$ is continuous, we conclude $\left(p_{n+1}, q_{n+1}\right)=J_{\boldsymbol{W}}\left(x_{n}, u_{n}\right)=$ $J_{\boldsymbol{W}}\left(P_{\operatorname{ran} \boldsymbol{V}}\left(x_{n}, u_{n}\right)\right) \rightarrow J_{\boldsymbol{W}}(\hat{y}, \hat{v}) \in \boldsymbol{Z}$. In order to guarantee the convergence of the relaxed sequence $\left(\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$, it is enough to suppose $\left(\lambda_{n}\right)_{n \in \mathbb{N}} \subset[\epsilon, 2-\epsilon]$ for some $\epsilon \in] 0,1[$, and use the argument in [21, p.473].
4. In the particular case when $\|\sqrt{\Sigma} L \sqrt{\Upsilon}\|<1$, it follows from [19, eq. (6.15)] (see also [37, Lemma 1]) that $\boldsymbol{V}$ is strongly monotone, which yields $\operatorname{ran} \boldsymbol{V}=\mathcal{H}$ and $P_{\mathrm{ran}} \boldsymbol{V}=$ Id. Hence, we recover from Theorem 3.2.10 the weak convergence of $\left(\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ to a solution to Problem 3.2.1 proved in [6, 19, 21, 31, 37, 42].
5. In the particular instance when $\lambda_{n} \equiv 1$, the weak convergence of (3.2.31) is deduced without any range closedness in [12, Remark 3.4(4)]. The result is obtained from an alternative formulation of the algorithm and the extension to $\lambda_{n} \not \equiv 1$ is not clear. As we will show in Section 3.2.5, the additional relaxation step is relevant in the efficiency of the algorithm.

### 3.2.4 Case $L=I d$ : Douglas-Rachford splitting

In this section, we study the particular case of Problem 3.2.1 when $L=I d$. In this context, the following result is a refinement of Theorem 3.2.10, which relates the primaldual algorithm in (3.2.31) with Douglas-Rachford splitting (DRS) when

$$
\begin{equation*}
\Upsilon=\Sigma^{-1} \text { is strongly monotone. } \tag{3.2.42}
\end{equation*}
$$

When $\Upsilon=\tau \operatorname{Id}$ and $\Sigma=\sigma \mathrm{Id},(3.2 .42)$ reads $\sigma \tau=1$ and the connection of (3.2.31) with DRS is discovered in [15, Section 4.2] in the optimization context. However, the convergence is guaranteed only if $\tau \sigma<1$, which is extended to the case $\sigma \tau=1$ in [21, Section 3.1.3] in the finite dimensional setting. Previous connection allows us to recover the classical convergence results in $[24,32]$ when $\Upsilon=\tau$ Id with our approach. Define the operator

$$
\begin{equation*}
G_{\Upsilon, B, A}=J_{\Upsilon B} \circ\left(2 J_{\Upsilon A}-\mathrm{Id}\right)+\left(\mathrm{Id}-J_{\Upsilon A}\right), \tag{3.2.43}
\end{equation*}
$$

and we recall that relaxed DRS iterations are defined by the recurrence

$$
\begin{equation*}
z_{0} \in \mathcal{H}, \quad(\forall n \in \mathbb{N}) \quad z_{n+1}=\left(1-\lambda_{n}\right) z_{n}+\lambda_{n} G_{\Upsilon, B, A} z_{n} \tag{3.2.44}
\end{equation*}
$$

where $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ is a sequence in $[0,2]$.
Proposition 3.2.12. In the context of Problem 3.2.1, set $L=I d$, let $\Upsilon$ be a strongly monotone self-adjoint linear operator, let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[0,2]$ satisfying $\sum_{n \in \mathbb{N}} \lambda_{n}(2-$ $\left.\lambda_{n}\right)=+\infty$, and consider the sequence $\left(\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ defined by the recurrence

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
p_{n+1}=J_{\Upsilon A}\left(x_{n}-\Upsilon u_{n}\right)  \tag{3.2.45}\\
q_{n+1}=J_{\Upsilon-1} B^{-1}\left(u_{n}+\Upsilon^{-1}\left(2 p_{n+1}-x_{n}\right)\right) \\
\left(x_{n+1}, u_{n+1}\right)=\left(1-\lambda_{n}\right)\left(x_{n}, u_{n}\right)+\lambda_{n}\left(p_{n+1}, q_{n+1}\right)
\end{array}\right.
$$

where $\left(x_{0}, u_{0}\right) \in \mathcal{H} \times \mathcal{H}$. Then, by setting, for every $n \in \mathbb{N}$, $z_{n}=x_{n}-\Upsilon y_{n},\left(z_{n}\right)_{n \in \mathbb{N}}$ converges weakly in $\mathcal{H}$ to some $\hat{z} \in \operatorname{Fix} G_{\Upsilon, B, A}$ and

$$
\left(J_{\Upsilon A} \hat{z},-\Upsilon^{-1}\left(\hat{z}-J_{\Upsilon A} \hat{z}\right)\right)
$$

is a solution to Problem 3.2.1. Moreover, we have

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad z_{n+1}=\left(1-\lambda_{n}\right) z_{n}+\lambda_{n} G_{\Upsilon, B, A} z_{n} \tag{3.2.46}
\end{equation*}
$$

Proof. Note that, since $L=I d,(3.2 .27)$ and (3.2.42) yield $\boldsymbol{V}:(x, u) \mapsto\left(\Upsilon^{-1} x-u, \Upsilon u-x\right)$ and Remark 3.2.9(2) implies that ran $\boldsymbol{V}$ is closed. Hence, it follows from Theorem 3.2.10 and (3.2.34) in the case $L=\operatorname{Id}$ that $\left(P_{\operatorname{ran} \boldsymbol{V}}\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}}$ converges weakly in (ran $\boldsymbol{V},\langle\langle\cdot|$ $\left.\cdot\rangle\rangle_{\boldsymbol{V}}\right)$ to some $(\hat{y}, \hat{v}) \in \operatorname{Fix}\left(P_{\mathrm{ran} \boldsymbol{V}} \circ J_{\boldsymbol{W}}\right)$ and

$$
\begin{equation*}
(\hat{x}, \hat{u})=J_{\boldsymbol{W}}(\hat{y}, \hat{v})=\left(J_{\Upsilon A}(\hat{y}-\Upsilon \hat{v}), J_{\Upsilon^{-1} B^{-1}}\left(\hat{v}+\Upsilon^{-1}(2 \hat{x}-\hat{y})\right)\right) \in \boldsymbol{Z} \tag{3.2.47}
\end{equation*}
$$

Set $\Lambda:(x, u) \mapsto x-\Upsilon u$, and $\Upsilon:(x, u) \mapsto(\Upsilon x, \Upsilon u)$. Note that $\Lambda$ is surjective, that

$$
\begin{equation*}
\Lambda^{*} \Lambda=\boldsymbol{V} \circ \boldsymbol{\Upsilon}, \quad \operatorname{ran} \boldsymbol{V}=\operatorname{ran} \Lambda^{*} \tag{3.2.48}
\end{equation*}
$$

and, in view of [3, Fact 2.25(iv)], that

$$
\begin{equation*}
\mathcal{H} \times \mathcal{H}=\operatorname{ran} \Lambda^{*} \oplus \operatorname{ker} \Lambda \tag{3.2.49}
\end{equation*}
$$

Then, for every $(x, u) \in \mathcal{H} \times \mathcal{H}$, it follows from (3.2.30) and (3.2.34) in the case $L=\mathrm{Id}$, (3.2.42), [3, Proposition 23.34 (iii)], and (3.2.43) that

$$
\begin{align*}
\Lambda\left(J_{W}(x, u)\right) & =J_{\Upsilon A}(x-\Upsilon u)-\Upsilon J_{\Upsilon-1} B^{-1} \Upsilon^{-1}\left(\Upsilon u-x+2 J_{\Upsilon A}(x-\Upsilon u)\right) \\
& =-J_{\Upsilon A}(\Lambda(x, u))+\Lambda(x, u)+J_{\Upsilon B}\left(2 J_{\Upsilon A}(\Lambda(x, u))-\Lambda(x, u)\right) \\
& =G_{\Upsilon, B, A}(\Lambda(x, u)) \tag{3.2.50}
\end{align*}
$$

Moreover, since $(\hat{y}, \hat{v}) \in \operatorname{Fix}\left(P_{\operatorname{ran} \boldsymbol{V}} \circ J_{\boldsymbol{W}}\right)$, by using (3.2.50), (3.2.49), and (3.2.48) we deduce

$$
\begin{align*}
G_{\Upsilon, B, A}(\Lambda(\hat{y}, \hat{v})) & =\Lambda\left(J_{\boldsymbol{W}}(\hat{y}, \hat{v})\right) \\
& =\Lambda \circ P_{\operatorname{ran} \Lambda^{*}}\left(J_{\boldsymbol{W}}(\hat{y}, \hat{v})\right) \\
& =\Lambda\left(P_{\mathrm{ran} \boldsymbol{V}} \circ J_{\boldsymbol{W}}(\hat{y}, \hat{v})\right) \\
& =\Lambda(\hat{y}, \hat{v}), \tag{3.2.51}
\end{align*}
$$

and, thus, defining $\hat{z}=\Lambda(\hat{y}, \hat{v})$, we obtain $\hat{z} \in \operatorname{Fix} G_{\Upsilon, B, A}$. In addition, it follows from (3.2.47) that $\hat{x}=J_{\Upsilon A} \hat{z}$ and, since $(\hat{y}, \hat{v}) \in \operatorname{Fix}\left(P_{\operatorname{ran} \boldsymbol{V}} \circ J_{\boldsymbol{W}}\right)$, we deduce from (3.2.49) and (3.2.34) that

$$
\begin{equation*}
\hat{z}=\Lambda(\hat{y}, \hat{v})=\Lambda\left(P_{\mathrm{ran} \boldsymbol{V}} \circ J_{\boldsymbol{W}}(\hat{y}, \hat{v})\right)=\Lambda J_{\boldsymbol{W}}(\hat{y}, \hat{v})=\Lambda(\hat{x}, \hat{u})=\hat{x}-\Upsilon \hat{u} \tag{3.2.52}
\end{equation*}
$$

which yields $\hat{u}=-\Upsilon^{-1}\left(\hat{z}-J_{\Upsilon A} \hat{z}\right)$. Furthermore, noting that, for every $n \in \mathbb{N}, z_{n}=$ $\Lambda\left(x_{n}, u_{n}\right)$, we deduce from (3.2.45), (3.2.34), and (3.2.50) that

$$
\begin{align*}
(\forall n \in \mathbb{N}) \quad z_{n+1} & =\Lambda\left(x_{n+1}, u_{n+1}\right) \\
& =\left(1-\lambda_{n}\right) \Lambda\left(x_{n}, u_{n}\right)+\lambda_{n} \Lambda\left(J_{\boldsymbol{W}}\left(x_{n}, u_{n}\right)\right) \\
& =\left(1-\lambda_{n}\right) z_{n}+\lambda_{n} G_{\Upsilon, B, A} z_{n} . \tag{3.2.53}
\end{align*}
$$

Finally, in order to prove the weak convergence of $\left(z_{n}\right)_{n \in \mathbb{N}}$ to $\hat{z}$, fix $w \in \mathcal{H}$ and set $(p, q)=\left(\left(\operatorname{Id}+\Upsilon^{2}\right)^{-1} w,-\Upsilon\left(\operatorname{Id}+\Upsilon^{2}\right)^{-1} w\right)$. We have $(p, q) \in \operatorname{ran} \Lambda^{*}, \Lambda(p, q)=w$ and it follows from (3.2.49), (3.2.48), $(\hat{y}, \hat{v}) \in \operatorname{ran} \boldsymbol{V}=\operatorname{ran} \Lambda^{*}$, and $\left(P_{\operatorname{ran} \boldsymbol{V}}\left(x_{n}, u_{n}\right)\right)_{n \in \mathbb{N}} \rightharpoonup(\hat{y}, \hat{v})$ that

$$
\begin{align*}
\left\langle z_{n}-\hat{z} \mid w\right\rangle & =\left\langle\Lambda\left(x_{n}-\hat{y}, u_{n}-\hat{v}\right) \mid \Lambda(p, q)\right\rangle \\
& =\left\langle\Lambda P_{\operatorname{ran} \Lambda^{*}}\left(x_{n}-\hat{y}, u_{n}-\hat{v}\right) \mid \Lambda(p, q)\right\rangle \\
& =\left\langle\left\langle P_{\mathrm{ran} \Lambda^{*}}\left(x_{n}-\hat{y}, u_{n}-\hat{v}\right) \mid \boldsymbol{V}(\Upsilon p, \Upsilon q)\right\rangle\right\rangle \\
& =\left\langle\left\langle P_{\mathrm{ran} \Lambda^{*}}\left(x_{n}-\hat{y}, u_{n}-\hat{v}\right) \mid(\Upsilon p, \Upsilon q)\right\rangle\right\rangle_{\boldsymbol{V}} \\
& =\left\langle\left\langle P_{\mathrm{ran} \Lambda^{*}}\left(x_{n}, u_{n}\right)-(\hat{y}, \hat{v}) \mid(\Upsilon p, \Upsilon q)\right\rangle\right\rangle_{\boldsymbol{V}} \rightarrow 0 \tag{3.2.54}
\end{align*}
$$

and the result follows.

Remark 3.2.13. 1. From the proof of Proposition 3.2.12, we deduce $\Lambda\left(\operatorname{Fix}\left(P_{\mathrm{ran}} \boldsymbol{V} \circ\right.\right.$ $\left.\left.J_{\boldsymbol{W}}\right)\right) \subset \operatorname{Fix} G_{\Upsilon, B, A}$. The converse inclusion is also true, as detailed in Proposition 3.2.14 in the Appendix.
2. Proposition 3.2.12 provides a connection between classical Douglas-Rachford scheme [24] and the primal-dual version in (3.2.45), and we obtain that the auxiliary sequence $\left(z_{n}\right)_{n \in \mathbb{N}}$ converges weakly to $a \hat{z}$ whose primal-dual shadow is a primal-dual solution. In [41] (see also [2, 4]) the weak convergence of the primal-dual shadow sequence is proved in the case $\lambda_{n} \equiv 1$, by reformulating DRS as an alternative algorithm with primal-dual iterates in gra $A$. This technique does not allow for relaxation steps, since after relaxation the iterates are no longer in gra $A$ unless it is affine linear.

### 3.2.5 Numerical experiments

A classical model in image processing is the total variation image restoration [39], which aims at recovering an image from a blurred and noisy observation under piecewise constant assumption on the solution. The model is formulated via the optimization problem

$$
\begin{equation*}
\min _{x \in[0,255]^{N}} \frac{1}{2}\|R x-b\|_{2}^{2}+\alpha\|\nabla x\|_{1}=: F^{T V}(x), \tag{3.2.55}
\end{equation*}
$$

where $x \in[0,255]^{N}$ is the image of $N=N_{1} \times N_{2}$ pixels to recover from a blurred and noisy observation $b \in \mathbb{R}^{m}, R: \mathbb{R}^{N} \rightarrow \mathbb{R}^{m}$ is a linear operator representing a Gaussian blur, the discrete gradient $\nabla: x \mapsto\left(D_{1} x, D_{2} x\right)$ includes horizontal and vertical differences through linear operators $D_{1}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ and $D_{2}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$, respectively, its adjoint $\nabla^{*}$ is the discrete divergence (see, e.g., [13]), and $\alpha \in] 0,+\infty[$. A difficulty in this model is the presence of the non-smooth $\ell^{1}$ norm composed with the discrete gradient operator $\nabla$, which is non-differentiable and its proximity operator has not a closed form.

Note that, by setting $f=\|R \cdot-b\|^{2} / 2, g_{1}=\alpha\|\cdot\|_{1}=g_{2}$, and $g_{3}=\iota_{[0,255]^{N}}, L_{1}=D_{1}$, $L_{2}=D_{2}$, and $L_{3}=\mathrm{Id}$, (3.2.55) can be reformulated as $\min \left(f+\sum_{i=1}^{3} g_{i} \circ L_{i}\right)$ or equivalently as (qualification condition holds)

$$
\begin{equation*}
\text { find } \quad x \in \mathbb{R}^{N} \quad \text { such that } \quad 0 \in \partial f(x)+\sum_{i=1}^{3} L_{i}^{*} \partial g_{i}\left(L_{i} x\right) \text {, } \tag{3.2.56}
\end{equation*}
$$

which is a particular instance of (3.2.38), in view of [3, Theorem 20.25]. Moreover, for every $\tau>0, J_{\tau \partial f}=\left(\operatorname{Id}+\tau R^{*} R\right)^{-1}\left(\operatorname{Id}-\tau R^{*} b\right)$, for every $i \in\{1,2,3\}, J_{\tau\left(\partial g_{i}\right)^{-1}}=\tau(\operatorname{Id}-$ $\left.\operatorname{prox}_{g_{i} / \tau}\right)(\mathrm{Id} / \tau)$, $\operatorname{prox}_{g_{3} / \tau}=P_{[0,255]^{N}}$, and, for $i \in\{1,2\}$, $\operatorname{prox}_{g_{i} / \tau}=\operatorname{prox}_{\alpha\|\cdot\|_{1} / \tau}$ is the component-wise soft thresholder, computed in [3, Example 24.34]. Note that $\left(\operatorname{Id}+\tau R^{*} R\right)^{-1}$ can be computed efficiently via a diagonalization of $R$ using the fast Fourier transform $F$ [30, Section 4.3]. Altogether, Remark 3.2.11.(2) allows us to write algorithm in (3.2.40) as Algorithm 3 below, where we set $\Upsilon=\tau \mathrm{Id}, \Sigma_{1}=\sigma_{1} \mathrm{Id}, \Sigma_{2}=\sigma_{2} \mathrm{Id}$, and $\Sigma_{3}=\sigma_{3} \mathrm{Id}$, for $\tau>0, \sigma_{1}>0, \sigma_{2}>0$, and $\sigma_{3}>0$. We denote by $\mathcal{R}$ the primal-dual error

$$
\begin{equation*}
\mathcal{R}:\left(x_{+}, u_{+}, x, u\right) \mapsto \sqrt{\frac{\left\|\left(x_{+}, u_{+}\right)-(x, u)\right\|^{2}}{\|(x, u)\|^{2}}} \tag{3.2.57}
\end{equation*}
$$

and by $\varepsilon>0$ the convergence tolerance.

```
Algorithm 3
    Fix \(x_{0}, u_{1,0}, u_{2,0}\), and \(u_{3,0}\) in \(\mathbb{R}^{N}\), let \(\tau, \sigma_{1}, \sigma_{2}\), and \(\sigma_{3}\) be in \(] 0,+\infty\left[\right.\), let \(\left(\lambda_{n}\right)_{n \in \mathbb{N}}\) in \([0,2]\)
    such that \(\sum_{n \in \mathbb{N}} \lambda_{n}\left(2-\lambda_{n}\right)=+\infty\), and fix \(r_{0}>\varepsilon>0\).
    while \(r_{n}>\varepsilon\) do
        \(p_{n+1}=\left(\operatorname{Id}+\tau R^{*} R\right)^{-1}\left(x_{n}-\tau\left(D_{1}^{*} u_{1, n}+D_{2}^{*} u_{2, n}+u_{3, n}+R^{*} b\right)\right)\)
        \(x_{n+1}=\left(1-\lambda_{n}\right) x_{n}+\lambda_{n} p_{n+1}\)
        \(q_{1, n+1}=\sigma_{1}\left(\operatorname{Id}-\operatorname{prox}_{\alpha\|\cdot\|_{1} / \sigma_{1}}\right)\left(u_{1, n} / \sigma_{1}+D_{1}\left(2 p_{n+1}-x_{n}\right)\right)\)
        \(q_{2, n+1}=\sigma_{2}\left(\operatorname{Id}-\operatorname{prox}_{\alpha\|\cdot\|_{1} / \sigma_{2}}\right)\left(u_{2, n} / \sigma_{1}+D_{2}\left(2 p_{n+1}-x_{n}\right)\right)\)
        \(q_{3, n+1}=\sigma_{3}\left(\operatorname{Id}-P_{[0,255]^{N}}\right)\left(u_{3, n} / \sigma_{3}+2 p_{n+1}-x_{n}\right)\)
            for \(i=1,2,3\)
            \(u_{i, n+1}=\left(1-\lambda_{n}\right) u_{i, n}+\lambda_{n} q_{i, n+1}\)
        \(r_{n}=\mathcal{R}\left(\left(x_{n+1}, u_{1, n+1}, u_{2, n+1}, u_{3, n+1}\right),\left(x_{n}, u_{1, n}, u_{2, n}, u_{3, n}\right)\right)\)
    end while
    return \(\left(x_{n+1}, u_{1, n+1}, u_{2, n+1}, u_{3, n+1}\right)\)
```

In this case, (3.2.39) reduces to

$$
\begin{equation*}
\tau\left(\sigma_{1}\left\|D_{1}\right\|^{2}+\sigma_{2}\left\|D_{2}\right\|^{2}+\sigma_{3}\right) \leq 1 \tag{3.2.58}
\end{equation*}
$$

and the closed range condition is trivially satisfied. By using the power iteration [35] with tolerance $10^{-9}$, we obtain $\left\|D_{1}\right\|^{2}=\left\|D_{2}\right\|^{2} \approx 3.9998$.

Observe that, when $\sigma_{1}=\sigma_{2}=\sigma_{3}=\sigma$, Algorithm 3 reduces to the algorithm proposed in [15] (when $\sigma \tau\left(\left\|D_{1}\right\|^{2}+\left\|D_{2}\right\|^{2}+1\right)<1$ ) or [21, Theorem 3.3] (algorithm denoted by condat), where the case $\sigma \tau\left(\left\|D_{1}\right\|^{2}+\left\|D_{2}\right\|^{2}+1\right)=1$ is included.

Since in [12, Section 5.1], the critical step-sizes achieve the best performance, we provide a numerical experiment which compare the efficiency of Algorithm 3 for different values of the parameters $\tau, \sigma_{1}, \sigma_{2}$, and $\sigma_{3}$ in the boundary of (3.2.58) and different relaxation parameters $\lambda_{n}$. In particular we compare with the case $\sigma_{1}=\sigma_{2}=\sigma_{3}=\sigma$ (condat), which turns out to be more efficient than other methods as AFBS [36], MS [9], Condat-Vũ [21, 42] in this context [12, Section 5.1]. For these comparisons, we consider the test image $\bar{x}$ shown in Figure 3.2a of $256 \times 256$ pixels $\left(N_{1}=N_{2}=256\right)$ inspired in [43, Section 5]. The operator blur $R$ is set as a Gaussian blur of size $9 \times 9$ and standard deviation 4 (applied by MATLAB function $f$ special) and the observation $b$ is obtained by $b=R \bar{x}+e \in \mathbb{R}^{m_{1} \times m_{2}}$, where $m_{1}=m_{2}=256$ and $e$ is an additive zero-mean white Gaussian noise with standard deviation $10^{-3}$ (using imnoise function in MATLAB). We generate 20 random realizations of the random variable $e$ leading to 20 observations $\left(b_{i}\right)_{1 \leq i \leq 20}$.

We study the efficiency of Algorithm 3 for different values of $\tau, \sigma_{1}, \sigma_{2}$, and $\sigma_{3}$ and relaxation steps $\lambda_{n} \equiv \lambda \in\{1,1.5,1.9\}$. In order to approximate the best performance step-sizes in the boundary of (3.2.58), we consider $\tau \in \mathcal{C}:=\{0.10+0.05 \cdot n\}_{n=0, \ldots, 10}$ and $\sigma_{1}=\sigma_{2}=\sigma_{3}=\sigma=\tau /\left(1+\left\|D_{1}\right\|^{2}+\left\|D_{2}\right\|^{2}\right)$ in the case of condat. In the case

Table 3.1: Averages number of iterations for Algorithm 3 with $\tau\left(\sigma_{1}\left\|D_{1}\right\|^{2}+\sigma_{2}\left\|D_{1}\right\|^{2}+\sigma_{3}\right)=$ 1 and condat with tolerance $10^{-8}$.

|  |  |  |  |  | $\varepsilon=1$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Algorithm | $\tau$ | $\sigma_{1}$ | $\sigma_{2}$ | $\lambda_{n}$ | Av. Time(s) | Av. Iter. |
| Alg. 3 | 0.2 | 0.7425 | 0.4950 | 1 | 82.6373 | 8844 |
|  | 0.2 | 0.7463 | 0.4975 |  | 82.2817 | 8827 |
|  | 0.2 | 0.7493 | 0.4995 |  | 82.5722 | 8833 |
|  | 0.2 | 0.7425 | 0.4950 | 1.5 | 63.1338 | 6766 |
|  | 0.2 | 0.7463 | 0.4975 |  | 63.0645 | 6754 |
|  | 0.2 | 0.7493 | 0.4995 |  | 63.0996 | 6758 |
|  | 0.2 | 0.8044 | 0.4331 | 1.9 | 53.9059 | 5770 |
|  | 0.2 | 0.8085 | 0.4353 |  | 53.8663 | 5767 |
|  | 0.2 | 0.8117 | 0.4371 |  | 53.8022 | 5761 |
| condat | 0.2 | - | - | 1 | 92.7997 | 9326 |
|  | 0.2 | - | - | 1.5 | 67.0886 | 7131 |
|  | 0.2 | - | - | 1.9 | 57.8523 | 6121 |

of Algorithm 3 we consider $\sigma_{1}=\gamma_{1}\left(1-\gamma_{2}\right) /\left(\tau\left\|D_{1}\right\|^{2}\right)$, $\sigma_{2}=\left(1-\gamma_{1}\right)\left(1-\gamma_{2}\right) /\left(\tau\left\|D_{2}\right\|^{2}\right)$, $\sigma_{3}=\gamma_{2} / \tau$, where $\left(\tau, \gamma_{1}, \gamma_{2}\right) \in \mathcal{C} \times\{0.01,0.005,0.001\} \times\{0.5,0.55,0.6,0.65\}$.

In Table 3.1 we provide the average number of iterations obtained by applying Algorithm 3 for solving (3.2.55) considering the 20 observations $\left(b_{i}\right)_{1 \leq i \leq 20}$ and the best set of step-sizes found with the procedure above. The tolerance is set as $\varepsilon=10^{-8}$. We observe that Algorithm 3 becomes more efficient in iterations as long as the relaxation parameters are larger. The case $\lambda=1.9$ achieves the tolerance in approximately $35 \%$ less iterations than the case $\lambda=1$. By choosing different parameters $\sigma_{1}, \sigma_{2}$, and $\sigma_{3}$, the algorithm achieves the tolerance in approximately $6 \%$ less iterations than condat.

This conclusion is confirmed in Figure 3.1, which shows the performance obtained with the observation $b_{4}$. This figure also shows that both algorithms achieve in less iterations the optimal objective value for higher relaxation parameters, with a slight advantage of Algorithm 3. Note that, since the algorithms under study has the same structure, the CPU time by iteration is very similar.

In Figure 3.2 we provide the images reconstructed from observation $b_{4}$ by using condat and Algorithm 3 after 300 iterations. The best reconstruction, in terms of objective value $F^{T V}$ and PSNR (Peak signal-to-noise ratio) is obtained by Algorithm 3.
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Figure 3.1: Comparison of Algorithm 3 with $\tau\left(\sigma_{1}\left\|D_{1}\right\|^{2}+\sigma_{2}\left\|D_{1}\right\|^{2}+\sigma_{3}\right)=1$ and condat (observation $b_{4}$ ).


Figure 3.2: Reconstructed image, after 300 iterations, from blurred and noisy image using condat and Alg. 3 in their best cases, respectively, cases and $\lambda=1.9$.
y Programas from UTFSM through Programa de Incentivos a la Iniciación Científica (PIIC).

### 3.2.6 Appendix

Proposition 3.2.14. In the context of Problem 3.2.1, set $L=\operatorname{Id}$, let $\Upsilon: \mathcal{H} \rightarrow \mathcal{H}$ be a strongly monotone self adjoint linear bounded operator, set $\Lambda: \mathcal{H} \times \mathcal{H} \rightarrow \mathcal{H}:(x, u) \mapsto$ $x-\Upsilon u$, let $\boldsymbol{V}, \boldsymbol{W}$, and $G_{\Upsilon, B, A}$ be the operators defined in (3.2.27), (3.2.30), and (3.2.43), respectively. Then, $\Lambda\left(\operatorname{Fix}\left(P_{\operatorname{ran} \boldsymbol{V}} \circ J_{\boldsymbol{W}}\right)\right)=\operatorname{Fix} G_{\Upsilon, B, A}$.
Proof. The inclusion $\subset$ is proved in (3.2.51). Conversely, since $\Lambda^{*}: z \mapsto(z,-\Upsilon z)$, we have $\Lambda \circ \Lambda^{*}=\operatorname{Id}+\Upsilon^{2}$ and [3, Proposition $3.30 \&$ Example 3.29] yields $P_{\operatorname{ran} \boldsymbol{V}}=P_{\mathrm{ran} \Lambda^{*}}=$ $\Lambda^{*}\left(\operatorname{Id}+\Upsilon^{2}\right)^{-1} \Lambda$. Therefore, if $\hat{z} \in \operatorname{Fix} G_{\Upsilon, B, A}$, by setting $(\hat{x}, \hat{u}):=\Lambda^{*}\left(\operatorname{Id}+\Upsilon^{2}\right)^{-1} \hat{z}$, we have $\hat{z}=\Lambda(\hat{x}, \hat{u})$ and we deduce from (3.2.50) that

$$
\begin{align*}
P_{\mathrm{ran} \boldsymbol{V}} \circ J_{\boldsymbol{W}}(\hat{x}, \hat{u}) & =\Lambda^{*}\left(\operatorname{Id}+\Upsilon^{2}\right)^{-1} \Lambda\left(J_{\boldsymbol{W}}(\hat{x}, \hat{u})\right) \\
& =\Lambda^{*}\left(\operatorname{Id}+\Upsilon^{2}\right)^{-1} G_{\Upsilon, B, A}(\Lambda(\hat{x}, \hat{u})) \\
& =\Lambda^{*}\left(\operatorname{Id}+\Upsilon^{2}\right)^{-1} G_{\Upsilon, B, A} \hat{z} \\
& =\Lambda^{*}\left(\operatorname{Id}+\Upsilon^{2}\right)^{-1} \hat{z} \\
& =(\hat{x}, \hat{u}) . \tag{3.2.59}
\end{align*}
$$

Consequently, $(\hat{x}, \hat{u}) \in \operatorname{Fix}\left(P_{\operatorname{ran} \boldsymbol{V}} \circ J_{\boldsymbol{W}}\right)$ and $\hat{z}=\Lambda(\hat{x}, \hat{u}) \in \Lambda\left(\operatorname{Fix}\left(P_{\operatorname{ran} \boldsymbol{V}} \circ J_{\boldsymbol{W}}\right)\right)$.
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## Chapter 4

## Resolvent of the Parallel Composition and Proximity Operator of the Infimal Postcomposition

### 4.1 Introduction and Main Results

In this section we aim to calculate the resolvent of parallel composition including nonstandard metrics under mild assumptions. Given a maximally monotone operator $A: \mathcal{H} \rightarrow$ $2^{\mathcal{H}}$ and a linear bounded operator $L: \mathcal{H} \rightarrow \mathcal{G}$, where $\mathcal{H}$ and $\mathcal{G}$ are real Hilbert spaces, the parallel composition of $A$ and $B$, is given by

$$
\begin{equation*}
L \triangleright A=\left(L A^{-1} L^{*}\right)^{-1} . \tag{4.1.1}
\end{equation*}
$$

This operation arises in primal-dual composite monotone inclusions and related numerical methods available in the literature. For instance, Problem 1.1.2 motivates to derive an explicit computation of the resolvent of $\left(L A^{-1}-L\right)^{-1}$ in view of (1.1.4) and the DRS (Algorithm1.1.4). In the particular case when $A$ is the subdifferential of a convex function $f: \mathcal{H} \rightarrow]-\infty,+\infty]$ satisfying dual qualification conditions, we have that $L \triangleright A$ is the subdifferential of the infimal postcomposition of $f$ by $L$, defined by

$$
\begin{equation*}
L \triangleright f: \mathcal{G} \rightarrow]-\infty,+\infty]: u \mapsto \inf _{\substack{x \in \mathcal{H} \\ L x=u}} f(x) . \tag{4.1.2}
\end{equation*}
$$

This operation appears naturally when dealing with the dual of composite optimization problems since we have $(L \triangleright f)^{*}=f^{*} \circ L^{*}$ under mild assumptions [1, Proposition 13.24(iv)], see for instance Problem 2.1.5 and Algorithm 2.1.6. Moreover, it is related with the parallel
composition via the identities

$$
\begin{equation*}
L \triangleright(\partial f)=\left(L\left(\partial f^{*}\right) L^{*}\right)^{-1}=\left(\partial\left(f^{*} \circ L^{*}\right)\right)^{-1}=\partial\left(f^{*} \circ L^{*}\right)^{*}=\partial(L \triangleright f), \tag{4.1.3}
\end{equation*}
$$

where the second equality holds if, e.g., $0 \in \operatorname{sri}\left(\operatorname{dom} f^{*}-\operatorname{ran} L^{*}\right)$ [1, Corollary 16.53].
We present a generalization of [1, Proposition 23.25] providing an explicit computation of the resolvent of $U M^{*} B M$ under mild assumptions. Using this result we obtain the following corollary which allows the computation of the resolvent of the parallel composition $L \triangleright A$ under mild assumptions. Recall that $J_{A}^{U}$ is defined in [6] and that $U^{\dagger}$ stands for the Moore-Penrose inverse of $U$.

Corollary 4.1.1. Let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a maximally monotone operator, let $L: \mathcal{H} \rightarrow \mathcal{G}$ be a linear bounded operator such that $L A^{-1} L^{*}$ is maximally monotone in $\mathcal{G}$. Moreover, let $U: \mathcal{G} \rightarrow \mathcal{G}$ be a self-adjoint strongly monotone linear bounded operator. Then, $U(L \triangleright A)$ is maximally monotone in $\left(\mathcal{G},\langle\cdot \mid \cdot\rangle_{U^{-1}}\right)$ and the following holds:

1. $J_{U(L \triangleright A)}=L\left(A+L^{*} U^{-1} L\right)^{-1} L^{*} U^{-1}$.
2. Suppose that $\operatorname{ran} L$ is closed. Then,

$$
\begin{equation*}
J_{U(L \triangleright A)}=L J_{A}^{L^{*} U^{-1} L}\left(\sqrt{U}^{-1} L\right)^{\dagger} \sqrt{U}^{-1} . \tag{4.1.4}
\end{equation*}
$$

3. Suppose that $\operatorname{ran} L^{*}=\mathcal{H}$. Then,

$$
\begin{equation*}
J_{U(L \triangleright A)}=L J_{\left(L^{*} U^{-1} L\right)^{-1} A}\left(L^{*} U^{-1} L\right)^{-1} L^{*} U^{-1} . \tag{4.1.5}
\end{equation*}
$$

Applying previous results in the optimization context, we obtain the following result which provides a formula for the proximity operators of $f^{*} \circ L^{*}$ and $L \triangleright f$ and generalizes [23, Proposition 5.2(iii)] to non-standard metrics and infinite dimensions. Recall that $\operatorname{prox}_{f}^{U}$ is defined in (1.3.8).
Proposition 4.1.2. Let $\mathcal{H}$ and $\mathcal{G}$ be real Hilbert spaces, let $f \in \Gamma_{0}(\mathcal{H})$, let $L: \mathcal{H} \rightarrow \mathcal{G}$ be a linear bounded operator such that

$$
\begin{equation*}
0 \in \operatorname{sri}\left(\operatorname{dom} f^{*}-\operatorname{ran} L^{*}\right) \tag{4.1.6}
\end{equation*}
$$

and let $U: \mathcal{G} \rightarrow \mathcal{G}$ be a strongly monotone self-adjoint linear operator. Define

$$
\begin{equation*}
\operatorname{prox}_{f, L}^{U}: \mathcal{G} \rightarrow 2^{\mathcal{H}}: u \mapsto \arg \min _{x \in \mathcal{H}}\left(f(x)+\frac{1}{2}\|L x-u\|_{U}^{2}\right) . \tag{4.1.7}
\end{equation*}
$$

Then, the following hold:

1. $\operatorname{dom} \operatorname{prox}_{f, L}^{U}=\mathcal{G}$.
2. $\operatorname{prox}_{f^{*} \circ L^{*}}^{U^{-1}}=\mathrm{Id}-U L \operatorname{prox}_{f, L}^{U} U^{-1}$.
3. $L \triangleright f=\left(f^{*} \circ L^{*}\right)^{*} \in \Gamma_{0}(\mathcal{H})$ and $\operatorname{prox}_{L \triangleright f}^{U}=L \operatorname{prox}_{f, L}^{U}$.

### 4.2 Article: Resolvent of the Parallel Composition and Proximity Operator of the Infimal Postcomposition ${ }^{1}$

Abstract In this paper we provide the resolvent computation of the infimal postcomposition of a maximally monotone operator by a linear operator under mild assumptions. Connections with a modification of the warped resolvent are provided. In the context of convex optimization, we obtain the proximity operator of the infimal postcomposition of a convex function by a linear operator and we extend full range conditions on the linear operator to mild qualification conditions. We also introduce a generalization of the proximity operator involving a general linear bounded operator leading to a generalization of Moreau's decomposition for composite convex optimization.

### 4.2.1 Introduction

In this paper we aim at computing the resolvent of the parallel composition of $A$ by $L$, defined by

$$
\begin{equation*}
L \triangleright A=\left(L A^{-1} L^{*}\right)^{-1}, \tag{4.2.1}
\end{equation*}
$$

where $\mathcal{H}$ and $\mathcal{G}$ are real Hilbert spaces, $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ and $L: \mathcal{H} \rightarrow \mathcal{G}$ is linear and bounded. In the case when $\mathcal{H}=H \oplus H$ for some real Hilbert space $H, \mathcal{G}=H, A:(x, y) \mapsto B x \times C x$ for some set-valued operators $B$ and $C$ defined in $H$ and $L:(x, y) \mapsto x+y$ we have $L \triangleright A=B \square C$ [1, Example 25.40], where $B \square C=\left(B^{-1}+C^{-1}\right)^{-1}$ is the parallel sum of $B$ and $C$, motivating the name of the operation. The parallel composition appears naturally in composite monotone inclusions. Indeed, if $B: \mathcal{G} \mapsto 2^{\mathcal{G}}$, the dual inclusion associated to

$$
\begin{equation*}
\text { find } \quad x \in \mathcal{H} \quad \text { such that } \quad 0 \in A x+L^{*} B L x \text {, } \tag{4.2.2}
\end{equation*}
$$

is

$$
\begin{equation*}
\text { find } \quad u \in \mathcal{G} \quad \text { such that } \quad 0 \in B^{-1} u+(-L \triangleright A)^{-1} u \text {. } \tag{4.2.3}
\end{equation*}
$$

When $L^{*} L=\alpha \mathrm{Id}$ or when $L^{*}$ has full range, explicit formulas for the resolvent of $L A^{-1} L^{*}$ depending on the resolvent of $A$ can be found in [1, Proposition 23.25]. In [13, 25] some variants and fixed point methods to compute the resolvent are proposed under full range condition on $L^{*}$ and a similar fixed point approach is used in [21] under the maximal monotonicity of $L A^{-1} L^{*}$. This computation is useful in [22] for the equivalence between the primal-dual [7, 24] and Douglas-Rachford splitting (DRS) [11, 17] algorithms.

In the particular case when $A$ is the subdifferential of a convex function $f: \mathcal{H} \rightarrow$ $]-\infty,+\infty]$ satisfying dual qualification conditions, we have that $L \triangleright A$ is the subdifferential

[^4]of the infimal postcomposition of $f$ by $L$, defined by
\[

$$
\begin{equation*}
L \triangleright f: \mathcal{G} \rightarrow[-\infty,+\infty]: u \mapsto \inf _{\substack{x \in \mathcal{H} \\ L x=u}} f(x) . \tag{4.2.4}
\end{equation*}
$$

\]

This operation appears naturally when dealing with the dual of composite optimization problems since we have $(L \triangleright f)^{*}=f^{*} \circ L^{*}$ under mild assumptions [1, Proposition 13.24(iv)]. Moreover, it is related with the parallel composition via the identities

$$
\begin{equation*}
L \triangleright(\partial f)=\left(L\left(\partial f^{*}\right) L^{*}\right)^{-1}=\left(\partial\left(f^{*} \circ L^{*}\right)\right)^{-1}=\partial\left(f^{*} \circ L^{*}\right)^{*}=\partial(L \triangleright f), \tag{4.2.5}
\end{equation*}
$$

where the second equality holds if, e.g., $0 \in \operatorname{sri}\left(\operatorname{dom} f^{*}-\operatorname{ran} L^{*}\right)$ [1, Corollary 16.53]. Therefore, the resolvent of $L \triangleright(\partial f)$ and the proximity operator of $L \triangleright f$ are related and they are useful in the derivation of the alternating direction method of multipliers (ADMM) for solving $\inf (f+g \circ L)$ from DRS, since the former is obtained as an application of the latter to the Fenchel-Rockafellar dual $\inf \left(f^{*} \circ\left(-L^{*}\right)+g^{*}\right)$ [14] (see also [3, 9, 10, 23, 5]). In this context, the single-valuedness of $\left(\partial f+L^{*} L\right)^{-1} L^{*}$ is assumed in the proof of [9, Theorem 4.7], its full domain is supposed in [23, Proposition 5.2], and the strong monotonicity of $\left(\partial f+L^{*} L\right)$ is assumed in [3, 10] in order obtain both properties. It is worth to notice that some fixed point approaches and algorithms for computing prox $f_{f^{*} \circ L^{*}}$ are proposed in $[12,18]$ in the context of sparse recovery in image processing.

In this paper we derive a formula for the resolvent of the parallel composition and for the proximity operator of the infimal postcomposition in a real Hilbert space with non-standard metric under mild assumptions. This is obtained from a formula of the resolvent of $L A^{-1} L^{*}$ via the non-standard metric version of Moreau's identity in [1, Proposition 23.34(iii)]. Our computation is related with a modification of the warped resolvent defined in [6] (see [15] for a particular case) and we extend and generalize several results in the literature as $[3,9,10,23,25])$. We also derive a generalization of Moreau's decomposition [20] for composite maximally monotone operators and for composite convex optimization under standard assumptions by using a generalization of the proximity operator.

### 4.2.2 Notation and preliminaries

Throughout this paper $\mathcal{H}$ and $\mathcal{G}$ are real Hilbert spaces with the scalar product $\langle\cdot \mid \cdot\rangle$ and associated norm $\|\cdot\|$. The identity operator on $\mathcal{H}$ is denoted by Id. Let $A$ : $\mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a set-valued operator. The domain of $A$ is dom $A=\{x \in \mathcal{H} \mid A x \neq \varnothing\}$, the range of $A$ is $\operatorname{ran} A=\{u \in \mathcal{H} \mid(\exists x \in \mathcal{H}) u \in A x\}$, the graph of $A$ is gra $A=$ $\{(x, u) \in \mathcal{H} \times \mathcal{H} \mid u \in A x\}$, the set of zeros of $A$ is zer $A=\{x \in \mathcal{H} \mid 0 \in A x\}$, the inverse of $A$ is $A^{-1}: u \mapsto\{x \in \mathcal{H} \mid u \in A x\}$, and its resolvent is $J_{A}=(\operatorname{Id}+A)^{-1}$. For every $D \subset \mathcal{H},\left.A\right|_{D}$ is the restriction of $A$ to $D$, which satisfies $\left.\operatorname{dom} A\right|_{D}=\operatorname{dom} A \cap D$ and, for
every $x \in D,\left.A\right|_{D} x=A x$. The operator $A$ is injective on $D$ if

$$
\begin{equation*}
(\forall x \in \mathcal{H})(\forall y \in \mathcal{H}) \quad A x \cap A y \cap D \neq \varnothing \quad \Rightarrow \quad x=y \tag{4.2.6}
\end{equation*}
$$

and $A$ is injective if it is injective on $\mathcal{H}$. It is clear that injectivity of $A$ on $D$ implies its injectivity on $D^{\prime}$ when $D^{\prime} \subset D$. Moreover, the operator $A$ is monotone if

$$
\begin{equation*}
(\forall(x, u) \in \operatorname{gra} A)(\forall(y, v) \in \operatorname{gra} A) \quad\langle x-y \mid u-v\rangle \geq 0 \tag{4.2.7}
\end{equation*}
$$

$A$ is strongly monotone if there exists $\alpha>0$ such that

$$
\begin{equation*}
(\forall(x, u) \in \operatorname{gra} A)(\forall(y, v) \in \operatorname{gra} A) \quad\langle x-y \mid u-v\rangle \geq \alpha\|x-y\|^{2} \tag{4.2.8}
\end{equation*}
$$

and $A$ is maximally monotone if it is monotone and, for every $(x, u) \in \mathcal{H} \times \mathcal{H}$,

$$
\begin{equation*}
(x, u) \in \operatorname{gra} A \quad \Leftrightarrow \quad(\forall(y, v) \in \operatorname{gra} A)\langle x-y \mid u-v\rangle \geq 0 \tag{4.2.9}
\end{equation*}
$$

For every strongly monotone self-adjoint linear bounded operator $U: \mathcal{H} \rightarrow \mathcal{G}$, we denote $\langle\cdot \mid \cdot\rangle_{U}=\langle\cdot \mid U \cdot\rangle$ and $\|\cdot\|_{U}=\sqrt{\langle\cdot \mid \cdot\rangle_{U}}$, which define an inner product and the associated norm in $\mathcal{H}$, respectively.

We denote by $\Gamma_{0}(\mathcal{H})$ the class of proper lower semicontinuous convex functions $f: \mathcal{H} \rightarrow$ $]-\infty,+\infty]$. Let $f \in \Gamma_{0}(\mathcal{H})$. The Fenchel conjugate of $f$ is defined by $f^{*}: u \mapsto \sup _{x \in \mathcal{H}}(\langle x \mid u\rangle-$ $f(x)), f^{*} \in \Gamma_{0}(\mathcal{H})$, the subdifferential of $f$ is the maximally monotone operator

$$
\begin{equation*}
\partial f: x \mapsto\{u \in \mathcal{H} \mid(\forall y \in \mathcal{H}) f(x)+\langle y-x \mid u\rangle \leq f(y)\}, \tag{4.2.10}
\end{equation*}
$$

$(\partial f)^{-1}=\partial f^{*}$, the set of minimizers of $f$ is denoted by $\arg \min _{x \in \mathcal{H}} f(x)$, and we have that zer $(\partial f)=\arg \min _{x \in \mathcal{H}} f(x)$. Given a strongly monotone self-adjoint linear operator $U: \mathcal{H} \rightarrow \mathcal{H}$, we denote by

$$
\begin{equation*}
\operatorname{prox}_{f}^{U}: x \mapsto \arg \min _{y \in \mathcal{H}}\left(f(y)+\frac{1}{2}\|x-y\|_{U}^{2}\right), \tag{4.2.11}
\end{equation*}
$$

and by $\operatorname{prox}_{f}=\operatorname{prox}_{f}^{\mathrm{Id}}$. We have [1, Proposition 24.24] (see also [8, Section 3])

$$
\begin{equation*}
\operatorname{prox}_{f}^{U}=U^{-\frac{1}{2}} \operatorname{prox}_{f \circ U^{-\frac{1}{2}}} U^{\frac{1}{2}}=J_{U^{-1} \partial f} \tag{4.2.12}
\end{equation*}
$$

and it is single valued since the objective function in (4.2.11) is strongly convex. Moreover, it follows from [1, Proposition 23.34(iii)] that

$$
\begin{equation*}
J_{U A}+U J_{U^{-1} A^{-1}} U^{-1}=\mathrm{Id} \tag{4.2.13}
\end{equation*}
$$

and, in the case of convex functions, [1, Proposition 24.24] yields

$$
\begin{equation*}
\operatorname{prox}_{f}^{U}=\operatorname{Id}-U^{-1} \operatorname{prox}_{f^{*}}^{U^{-1}} U=U^{-1}\left(\operatorname{Id}-\operatorname{prox}_{f^{*}}^{U^{-1}}\right) U \tag{4.2.14}
\end{equation*}
$$

Given a non-empty set $C \subset \mathcal{H}$, we denote by $\overline{\operatorname{span}} C$ the closed span of $C$, by cone $C$ its conical hull. Let $C$ be a non-empty closed convex subset of $\mathcal{H}$. We denote by sri $C=$ $\{x \in C \mid$ cone $(C-x)=\overline{\operatorname{span}}(C-x)\}$ its strong relative interior, by $\iota_{C} \in \Gamma_{0}(\mathcal{H})$ the indicator function of $C$, which takes the value 0 in $C$ and $+\infty$ otherwise, by $P_{C}^{U}=\operatorname{prox}_{\iota_{C}}^{U}$ the projection onto $C$ with respect to $\left(\mathcal{H},\langle\cdot \mid \cdot\rangle_{U}\right)$, and we denote $P_{C}=P_{C}^{\text {Id }}$. It follows from (4.2.12) that

$$
\begin{equation*}
P_{C}^{U}=U^{-\frac{1}{2}} \operatorname{prox}_{\iota_{C} \circ U^{-\frac{1}{2}}} U^{\frac{1}{2}}=U^{-\frac{1}{2}} P_{U^{\frac{1}{2}} C} U^{\frac{1}{2}} . \tag{4.2.15}
\end{equation*}
$$

Given a linear bounded operator $L: \mathcal{H} \rightarrow \mathcal{G}$, we denote its adjoint by $L^{*}: \mathcal{G} \rightarrow \mathcal{H}$, its kernel (or null space) by ker $L$, its range by ran $L$, and, if $\operatorname{ran} L$ is closed, its Moore-Penrose inverse by

$$
\begin{equation*}
L^{\dagger}: \mathcal{G} \rightarrow \mathcal{H}: y \mapsto P_{C_{y}} 0 \tag{4.2.16}
\end{equation*}
$$

where $C_{y}=\left\{x \in \mathcal{H} \mid L^{*} L x=L^{*} y\right\}$. If $L^{*} L$ is invertible, we have [1, Example 3.29]

$$
\begin{equation*}
L^{\dagger}=\left(L^{*} L\right)^{-1} L^{*} . \tag{4.2.17}
\end{equation*}
$$

For definitions and properties of monotone operators, nonexpansive mappings, and convex analysis, the reader is referred to [1].

We now introduce a modification of the warped resolvent introduced in [6] (see also [15] for a particular case and applications). Let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a set-valued operator and let $K: \mathcal{H} \rightarrow \mathcal{H}$. The warped resolvent of $A$ with kernel $K$ is defined by $J_{A}^{K}=(K+A)^{-1} K$. In the case when $K$ is linear and invertible, we have

$$
\begin{equation*}
J_{A}^{K}=(K+A)^{-1} K=\left(K\left(\operatorname{Id}+K^{-1} A\right)\right)^{-1} K=J_{K^{-1} A}, \tag{4.2.18}
\end{equation*}
$$

which has full domain and it is single valued if $K^{-1} A$ is maximally monotone. The following result characterizes the full domain and single-valuedness of $J_{A}^{K}$ in a general context.
Proposition 4.2.1. Let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a set-valued operator and let $K: \mathcal{H} \rightarrow \mathcal{H}$. Then the following holds.

1. $\operatorname{dom} J_{A}^{K}=\mathcal{H} \Leftrightarrow \operatorname{ran} K \subset \operatorname{ran}(K+A)$.
2. $J_{A}^{K}$ is at most single-valued $\Leftrightarrow K+A$ is injective on $\operatorname{ran} K$.

Proof. 1: For every $x \in \mathcal{H}$ we have

$$
\begin{align*}
x \in \operatorname{dom} J_{A}^{K} & \Leftrightarrow(\exists u \in \mathcal{H}) \quad u \in(K+A)^{-1} K x \\
& \Leftrightarrow(\exists u \in \mathcal{H}) \quad K x \in(K+A) u \\
& \Leftrightarrow K x \in \operatorname{ran}(K+A) \tag{4.2.19}
\end{align*}
$$

and the result follows. 2: First assume that $J_{A}^{K}$ is at most single valued. In view of (4.2.6), let $x$ and $y$ in $\mathcal{H}$ and suppose that there exists $z \in \mathcal{H}$ such that $K z \in(K x+A x) \cap(K y+A y)$. Then $\{x\} \cup\{y\} \subset J_{A}^{K} z$ and single-valuedness of $J_{A}^{K}$ implies $x=y$, which yields the injectivity on $\operatorname{ran} K$. Conversely, let $z \in \operatorname{dom} J_{A}^{K}$ and let $x$ and $y$ in $J_{A}^{K} z$. Then, $K z \in$ $(K x+A x) \cap(K y+A y) \cap \operatorname{ran} K$ and injectivity on ran $K$ implies $x=y$.

In [6, Definition 1.1] it is assumed that $K+A$ is injective in the whole space in order to guarantee that $J_{A}^{K}$ is single-valued, but this is a stronger assumption in general, as the following example illustrates.

Example 4.2.2. Let $\alpha>0$, set $\mathcal{H}=\mathbb{R}$, set $K: x \mapsto \operatorname{mid}\{-1, x, 1\}$ be the median of real values $x,-1$, and 1 , and set $A=\alpha K$. Note that $A$ and $K$ are maximally monotone, single valued, and $\operatorname{ran} K=[-1,1] \subset[-1-\alpha, 1+\alpha]=\operatorname{ran}(K+A)$. Moreover, observe that $K+A=(1+\alpha) \operatorname{mid}\{-1, x, 1\}$ is injective on $\operatorname{ran} K$ but it is not injective on $\mathbb{R}$, since $(K+A) 1=(K+A) 2=1+\alpha$.

The warped proximity operator of $f$ with kernel $K$ is defined by

$$
\begin{equation*}
\operatorname{prox}_{f}^{K}=J_{\partial f}^{K}=(K+\partial f)^{-1} K \tag{4.2.20}
\end{equation*}
$$

and note that it coincides with (4.2.12) when $K$ is strongly monotone, self-adjoint, linear, and bounded, in view of (4.2.18).

### 4.2.3 Resolvent of parallel composition

The following result is a generalization of [1, Proposition 23.25] and provides an explicit computation of the resolvent of $U M^{*} B M$ under mild assumptions.

Theorem 4.2.3. Let $\mathcal{H}$ and $\mathcal{G}$ be real Hilbert spaces, let $B: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a maximally monotone operator, let $M: \mathcal{G} \rightarrow \mathcal{H}$ be a linear bounded operator such that $M^{*} B M$ is maximally monotone in $\mathcal{G}$, and let $U: \mathcal{G} \rightarrow \mathcal{G}$ be a $\mu$-strongly monotone self-adjoint linear operator for some $\mu>0$. Then $U M^{*} B M$ is maximally monotone in $\left(\mathcal{G},\langle\cdot \mid \cdot\rangle_{U^{-1}}\right)$ and the following assertions hold:

1. $\operatorname{ran} M \subset \operatorname{dom}\left(M U M^{*}+B^{-1}\right)^{-1}$ and

$$
\begin{equation*}
J_{U M^{*} B M}=\mathrm{Id}-U M^{*}\left(M U M^{*}+B^{-1}\right)^{-1} M . \tag{4.2.21}
\end{equation*}
$$

2. $\operatorname{ran}\left(M U M^{*}\right) \subset \operatorname{ran}\left(M U M^{*}+B^{-1}\right)$.
3. $\left.\left(M U M^{*}+B^{-1}\right)\right|_{\operatorname{ran} M}$ is injective.
4. Suppose that ran $M$ is closed. Then

$$
\begin{equation*}
J_{U M^{*} B M}=\operatorname{Id}-U M^{*} J_{B^{-1}}^{M U M^{*}}\left(\sqrt{U} M^{*}\right)^{\dagger} \sqrt{U}{ }^{-1} . \tag{4.2.22}
\end{equation*}
$$

5. Suppose that $\operatorname{ran} M=\mathcal{H}$. Then

$$
\begin{align*}
J_{U M^{*} B M} & =\operatorname{Id}-U M^{*} J_{\left(M U M^{*}\right)^{-1} B^{-1}}\left(M U M^{*}\right)^{-1} M  \tag{4.2.23}\\
& =P_{\operatorname{ker} M}^{U^{-1}}+U M^{*}\left(M U M^{*}\right)^{-1} J_{M U M^{*} B} M \tag{4.2.24}
\end{align*}
$$

Proof. The maximal monotonicity of $U M^{*} B M$ follows from [1, Proposition 20.24]. 1: For every $x$ and $p$ in $\mathcal{G}$, we have

$$
\begin{align*}
p=J_{U M^{*} B M} x & \Leftrightarrow \quad x-p \in U M^{*} B M p  \tag{4.2.25}\\
& \Leftrightarrow \quad(\exists v \in \mathcal{H})\left\{\begin{array}{l}
x-p=U M^{*} v \\
v \in B M p
\end{array}\right. \\
& \Leftrightarrow \quad(\exists v \in \mathcal{H})\left\{\begin{array}{l}
p=x-U M^{*} v \\
M p \in B^{-1} v
\end{array}\right. \\
& \Leftrightarrow \quad(\exists v \in \mathcal{H})\left\{\begin{array}{l}
p=x-U M^{*} v \\
M x \in M U M^{*} v+B^{-1} v
\end{array}\right. \\
& \Leftrightarrow \quad\left(\exists v \in\left(M U M^{*}+B^{-1}\right)^{-1} M x\right) \quad p=x-U M^{*} v, \tag{4.2.26}
\end{align*}
$$

and the result follows. 2: It follows from 1 that

$$
\begin{equation*}
\operatorname{ran}\left(M U M^{*}\right) \subset \operatorname{ran} M \subset \operatorname{dom}\left(M U M^{*}+B^{-1}\right)^{-1}=\operatorname{ran}\left(M U M^{*}+B^{-1}\right) \tag{4.2.27}
\end{equation*}
$$

3: Let $x$ and $y$ in ran $M$ be such that there exists $u \in\left(M U M^{*} x+B^{-1} x\right) \cap\left(M U M^{*} y+\right.$ $B^{-1} y$ ). Then, $u-M U M^{*} x \in B^{-1} x, u-M U M^{*} y \in B^{-1} y$, and the monotonicity of $B^{-1}$ yields

$$
\begin{align*}
0 & \leq\left\langle-M U M^{*}(x-y) \mid x-y\right\rangle \\
& =-\left\langle U M^{*}(x-y) \mid M^{*}(x-y)\right\rangle \\
& \leq-\mu\left\|M^{*}(x-y)\right\|^{2}, \tag{4.2.28}
\end{align*}
$$

which implies $x-y \in \operatorname{ker} M^{*}$. Since $x-y \in \operatorname{ran} M \subset \overline{\operatorname{ran} M}$, it follows from [1, Fact 2.25(iv)] that $x-y \in \operatorname{ker} M^{*} \cap \overline{\operatorname{ran} M}=\{0\}$, which yields the result.

4: Denote by $\mathcal{G}_{U}$ the Hilbert space $\mathcal{G}$ endowed with the scalar product $\langle\cdot \mid \cdot\rangle_{U^{-1}}$. Note that $M^{* U}=U M^{*} U^{-1}$, where $M^{* U}$ and $M^{*}$ are the adjoints of $M$ in $\mathcal{G}_{U}$ and $\mathcal{G}$, respectively. Moreover, [1, Fact $2.25(\mathrm{iv})$ ] and the closedness of ran $M$ on $\mathcal{G}_{U}$ yield $(\operatorname{ker} M)^{\perp_{U}}=\operatorname{ran} M^{* U}=\operatorname{ran}\left(U M^{*} U^{-1}\right)=\operatorname{ran}\left(U M^{*}\right)$, where $\perp_{U}$ stands for the orthogonal complement in $\mathcal{G}_{U}$. Hence,

$$
\begin{equation*}
\mathcal{G}_{U}=\operatorname{ker} M \oplus \operatorname{ran}\left(U M^{*}\right) \tag{4.2.29}
\end{equation*}
$$

is an orthogonal decomposition of $\mathcal{G}_{U}$. Hence, we have from [1, Proposition 24.24(ii) \& Proposition 3.30(iii)] that

$$
\begin{align*}
P_{\operatorname{ker} M}^{U^{-1}} & =\operatorname{prox}_{\iota_{\operatorname{ker} M}}^{U^{-1}} \\
& =\sqrt{U} \operatorname{prox} \\
& =\sqrt{U \operatorname{ter} M} P_{\operatorname{ker}(M \sqrt{U})} \sqrt{U}^{-1} \\
& =\operatorname{Id}-U M^{*}\left(\sqrt{U} M^{*}\right)^{\dagger} \sqrt{U}^{-1} \tag{4.2.30}
\end{align*}
$$

and

$$
\begin{equation*}
P_{\operatorname{ran}\left(U M^{*}\right)}^{U^{-1}}=U M^{*}\left(\sqrt{U} M^{*}\right)^{\dagger} \sqrt{U}^{-1} \tag{4.2.31}
\end{equation*}
$$

where $\left(\sqrt{U} M^{*}\right)^{\dagger}$ is the Moore-Penrose inverse of $\sqrt{U} M^{*}: \mathcal{H} \rightarrow \mathcal{G}$. Therefore, 1 asserts that

$$
\begin{align*}
& J_{U M^{*} B M}=\operatorname{Id}-U M^{*}\left(B^{-1}+M U M^{*}\right)^{-1} M \\
&=\operatorname{Id}-U M^{*}\left(B^{-1}+M U M^{*}\right)^{-1} M P_{\operatorname{ran}\left(U M^{*}\right)}^{U^{-1}} \\
&=\operatorname{Id}-U M^{*}\left(B^{-1}+M U M^{*}\right)^{-1} M U M^{*}\left(\sqrt{U} M^{*}\right)^{\dagger} \sqrt{U} \\
&=\operatorname{Id}-U M^{*} J_{B^{-1}}^{M U M^{*}}\left(\sqrt{U} M^{*}\right)^{\dagger} \sqrt{U}  \tag{4.2.32}\\
&
\end{align*}
$$

where in the last equality $J_{B^{-1}}^{M M^{*}}$ has full domain in view of 2 and Proposition 4.2.1(1).
5: Since $\operatorname{ran} M=\mathcal{H}$ is closed and $U$ is $\mu$-strongly monotone for some $\mu>0, M U M^{*}$ is strongly monotone and, thus, invertible. Indeed, for every $v \in \mathcal{H}$, [1, Fact 2.26] implies that there exists $\alpha>0$ such that

$$
\begin{equation*}
\left\langle M U M^{*} v \mid v\right\rangle=\left\langle U M^{*} v \mid M^{*} v\right\rangle \geq \mu\left\|M^{*} v\right\|^{2} \geq \mu \alpha^{2}\|v\|^{2} . \tag{4.2.33}
\end{equation*}
$$

Hence, since $\left(\sqrt{U} M^{*}\right)^{*}\left(\sqrt{U} M^{*}\right)=M U M^{*}, ~(4.2 .23)$ follows from 4, (4.2.18), and (4.2.17). Moreover, since (4.2.30) and (4.2.17) yield $P_{\text {ker } M}^{U^{-1}}=\operatorname{Id}-U M^{*}\left(M U M^{*}\right)^{-1} M$, (4.2.24) follows from (4.2.23) and (4.2.13).

Remark 4.2.4. 1. Note that Theorem 4.2.3(1) provides the existence of zeros of the monotone operator $M U M^{*}+B^{-1}$ from the maximal monotonicity of $M^{*} B M$, which is guaranteed, e.g., if cone $(\operatorname{ran} M-\operatorname{dom} B)=\overline{\operatorname{span}}(\operatorname{ran} M-\operatorname{dom} B)$ [1, Corollary 25.6] (see [2] for a weaker assumption involving the domain of the Fitzpatrick function).
2. Note that, from Theorem 4.2.3(1), $M^{*}\left(M U M^{*}+B^{-1}\right)^{-1} M: \mathcal{G} \rightarrow \mathcal{G}$ is single valued, even if $\left(M U M^{*}+B^{-1}\right)^{-1}$ can be a set-valued mapping. Indeed, for every $x \in \mathcal{G}$, let $v$ and $w$ in $\left(M U M^{*}+B^{-1}\right)^{-1} M x$. Then, $M\left(x-U M^{*} v\right) \in B^{-1} v$ and $M\left(x-U M^{*} w\right) \in$ $B^{-1} w$ and the monotonicity of $B^{-1}$ yields

$$
\begin{equation*}
0 \leq\left\langle-M U\left(M^{*} v-M^{*} w\right) \mid v-w\right\rangle=-\left\|M^{*} v-M^{*} w\right\|_{U}^{2} \tag{4.2.34}
\end{equation*}
$$

which implies $M^{*} v=M^{*} w$. This computation is consistent with the fact that the resolvent of the monotone operator $U M^{*} B M$ is single-valued.
3. Observe that Theorem 4.2.3(2) and Proposition 4.2.1(1) imply that dom $J_{B^{-1}}^{M M^{*}}=$ $\mathcal{H}$. On the other hand, the single-valuedness of $J_{B^{-1}}^{M M^{*}}$ is not guaranteed since $M U M^{*}+B^{-1}$ is not necessarily injective on $\operatorname{ran}\left(M U M^{*}\right)$ (see Proposition 4.2.1(2)). Indeed, suppose that $\operatorname{ker} M^{*} \neq\{0\}$ and that $B^{-1}=N_{C}$, where $C$ is the closed ball
centered at 0 with radius 1. By taking $x=0$ and $y \in \operatorname{ker} M^{*} \backslash\{0\} \cap \operatorname{int} C$, we have $\{0\}=N_{C} x \cap N_{C} y=\left(M U M^{*} x+B^{-1} x\right) \cap\left(M U M^{*} y+B^{-1} y\right), 0 \in \operatorname{ran} M U M^{*}$, and $x \neq y$. However, when ran $M$ is closed, it follows from Theorem 4.2.3(3) and $\operatorname{ran}\left(\sqrt{U} M^{*}\right)^{\dagger}=\operatorname{ran}(M \sqrt{U})=\operatorname{ran} M\left[1\right.$, Proposition 3.30(v)] that $J_{B^{-1}}^{M U M^{*}}\left(\sqrt{U} M^{*}\right)^{\dagger}$ is single valued.
4. In the particular case when $U=\mathrm{Id}$, Theorem 4.2.3(5) coincides with [1, Proposition 23.25]. On the other hand, when $M=\operatorname{Id}$ and $\mathcal{H}=\mathcal{G}$, we recover from Theorem 4.2.3(5) the Moreau's decomposition with non-standard metric in [1, Proposition 23.34 (iii)] recalled in (4.2.13).

We conclude this section with the computation of the resolvent of the parallel composition $L \triangleright A$.

Corollary 4.2.5. Let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a maximally monotone operator, let $L: \mathcal{H} \rightarrow \mathcal{G}$ be a linear bounded operator such that $L A^{-1} L^{*}$ is maximally monotone in $\mathcal{G}$. Moreover, let $U: \mathcal{G} \rightarrow \mathcal{G}$ be a self-adjoint strongly monotone linear bounded operator. Then, $U(L \triangleright A)$ is maximally monotone in $\left(\mathcal{G},\langle\cdot \mid \cdot\rangle_{U^{-1}}\right)$ and the following holds:

1. $J_{U(L \triangleright A)}=L\left(A+L^{*} U^{-1} L\right)^{-1} L^{*} U^{-1}$.
2. Suppose that $\operatorname{ran} L$ is closed. Then,

$$
\begin{equation*}
J_{U(L \triangleright A)}=L J_{A}^{L^{*} U^{-1} L}\left(\sqrt{U}^{-1} L\right)^{\dagger} \sqrt{U}^{-1} \tag{4.2.35}
\end{equation*}
$$

3. Suppose that $\operatorname{ran} L^{*}=\mathcal{H}$. Then,

$$
\begin{equation*}
J_{U(L \triangleright A)}=L J_{\left(L^{*} U^{-1} L\right)^{-1} A}\left(L^{*} U^{-1} L\right)^{-1} L^{*} U^{-1} . \tag{4.2.36}
\end{equation*}
$$

Proof. Since $L \triangleright A=\left(L A^{-1} L^{*}\right)^{-1}$, the maximal monotonicity of $U(L \triangleright A)$ follows from [1, Propositions $20.22 \& 20.24]$. 1: By applying Theorem 4.2.3(1) to $B=A^{-1}$ and $M=L^{*}$, it follows from (4.2.13) that

$$
\begin{align*}
J_{U(L \triangleright A)} & =\operatorname{Id}-U J_{U^{-1} L A^{-1} L^{*}} U^{-1} \\
& =\operatorname{Id}-U\left(\operatorname{Id}-U^{-1} L\left(A+L^{*} U^{-1} L\right)^{-1} L^{*}\right) U^{-1} \\
& =L\left(A+L^{*} U^{-1} L\right)^{-1} L^{*} U^{-1} \tag{4.2.37}
\end{align*}
$$

2: By applying Theorem 4.2.3(4) to $B=A^{-1}$ and $M=L^{*}$, we obtain

$$
\begin{align*}
J_{U(L \triangleright A)} & =\operatorname{Id}-U J_{U^{-1} L A^{-1} L^{*}} U^{-1} \\
& =\operatorname{Id}-U\left(\operatorname{Id}-U^{-1} L J_{A}^{L^{*} U^{-1} L}(\sqrt{U}\right. \\
& \left.L)^{\dagger} \sqrt{U}\right) U^{-1}  \tag{4.2.38}\\
& =L J_{A}^{L^{*} U^{-1} L}\left(\sqrt{U}^{-1} L\right)^{\dagger} \sqrt{U}^{-1} .
\end{align*}
$$

3: As in the proof of Theorem 4.2.3(4), $L^{*} U^{-1} L$ is strongly monotone and, hence, invertible, and the result follows from 2 , (4.2.18), and (4.2.17).

### 4.2.4 Proximity operator of the infimal postcomposition

For every $f \in \Gamma_{0}(\mathcal{H})$, every linear bounded operator $L: \mathcal{H} \rightarrow \mathcal{G}$, and every strongly monotone self-adjoint linear bounded operator $U: \mathcal{G} \rightarrow \mathcal{G}$, define

$$
\begin{equation*}
\operatorname{prox}_{f, L}^{U}: \mathcal{G} \rightarrow 2^{\mathcal{H}}: u \mapsto \arg \min _{x \in \mathcal{H}}\left(f(x)+\frac{1}{2}\|L x-u\|_{U}^{2}\right) . \tag{4.2.39}
\end{equation*}
$$

Note that [1, Theorem 16.3 \& Theorem 16.47(i)] yield

$$
\begin{align*}
(\forall u \in \mathcal{G})(\forall x \in \mathcal{H}) \quad x \in \operatorname{prox}_{f, L}^{U} u & \Leftrightarrow 0 \in \partial f(x)+L^{*} U(L x-u) \\
& \Leftrightarrow x \in\left(\partial f+L^{*} U L\right)^{-1} L^{*} U u . \tag{4.2.40}
\end{align*}
$$

When $L=\mathrm{Id}$, we have $\operatorname{prox}_{f, \mathrm{Id}}^{U}=\operatorname{prox}_{f}^{U}$ and it is single valued with full domain. In [16] an extension of definition of the classical proximity operator is studied by considering a Bregman distance instead of $\|\cdot\|_{U}^{2}$, under the assumption of uniqueness of the solution to the optimization problem in (4.2.39). In our context, the single-valuedness of prox ${ }_{f, L}^{U}$ is not needed. The following result provides some properties of $\operatorname{prox}_{f, L}^{U}$ in more general contexts.

Proposition 4.2.6. Let $f \in \Gamma_{0}(\mathcal{H})$, let $L: \mathcal{H} \rightarrow \mathcal{G}$ be a linear bounded operator, and let $U: \mathcal{G} \rightarrow \mathcal{G}$ be a $\mu$-strongly monotone self-adjoint linear bounded operator. Then, the following hold:

1. For every $u \in \operatorname{dom} \operatorname{prox}_{f, L}^{U}, L\left(\operatorname{prox}_{f, L}^{U} u\right)$, and $P_{(\operatorname{ker} L)^{\perp}}\left(\operatorname{prox}_{f, L}^{U} u\right)$ are singletons.
2. Suppose that $\operatorname{ker} L=\{0\}$. Then, for every $u \in \operatorname{dom}_{\operatorname{prox}_{f, L}^{U}}^{U}$, $\operatorname{prox}_{f, L}^{U} u$ is a singleton.
3. Suppose that $\operatorname{ran} L$ is closed. Then

$$
\begin{equation*}
\left(\forall u \in \operatorname{dom} \operatorname{prox}_{f, L}^{U}\right) \quad \operatorname{prox}_{f, L}^{U} u=\operatorname{prox}_{f}^{L^{*} U L}(\sqrt{U} L)^{\dagger} \sqrt{U} u \tag{4.2.41}
\end{equation*}
$$

4. Suppose that $\operatorname{ran} L^{*}=\mathcal{H}$. Then $\operatorname{prox}_{f, L}^{U}$ is single valued, $\operatorname{dom}_{\operatorname{prox}}^{f, L}{ }^{U}=\mathcal{G}$, and

$$
\begin{equation*}
(\forall u \in \mathcal{G}) \quad \operatorname{prox}_{f, L}^{U} u=\left\{\operatorname{prox}_{f}^{L^{*} U L}\left(L^{*} U L\right)^{-1} L^{*} U u\right\} . \tag{4.2.42}
\end{equation*}
$$

Proof. 1: Let $x_{1}$ and $x_{2}$ in $\operatorname{prox}_{f, L}^{U} u$. It follows from (4.2.40) applied to $x_{1}$ and $x_{2}$, the monotonicity of $\partial f$, and strong monotonicity of $U$ that

$$
\begin{align*}
0 & \leq\left\langle-L^{*} U L\left(x_{1}-x_{2}\right) \mid x_{1}-x_{2}\right\rangle \\
& =-\left\langle U L\left(x_{1}-x_{2}\right) \mid L\left(x_{1}-x_{2}\right)\right\rangle \\
& \leq-\mu\left\|L\left(x_{1}-x_{2}\right)\right\|^{2} . \tag{4.2.43}
\end{align*}
$$

Therefore, $L\left(x_{1}-x_{2}\right)=0$ which leads to $x_{1}-x_{2} \in \operatorname{ker} L$ and, hence, $P_{(\operatorname{ker} L)^{\perp}} x_{1}=$ $P_{(\text {ker } L)^{\perp}} x_{2}$.

2: In this case $(\operatorname{ker} L)^{\perp}=\mathcal{H}$, which yields $P_{(\operatorname{ker} L)^{\perp}}=\mathrm{Id}$ and the result follows from 1 .
3: It follows from (4.2.40), the orthogonal decomposition in $\left(\mathcal{G},\langle\cdot \mid \cdot\rangle_{U^{-1}}\right)$ in (4.2.29) and (4.2.31) with $M=L^{*}$ that, for every $u \in \mathcal{G}$ and $x \in \mathcal{H}$,

$$
\begin{align*}
x \in \operatorname{prox}_{f, L}^{U} u & \Leftrightarrow x \in\left(\partial f+L^{*} U L\right)^{-1} L^{*} P_{\operatorname{ran}(U L)}^{U^{-1}} U u \\
& \Leftrightarrow x \in\left(\partial f+L^{*} U L\right)^{-1} L^{*}\left(U L(\sqrt{U} L)^{\dagger} \sqrt{U}^{-1}\right) U u \\
& \Leftrightarrow x \in \operatorname{prox}_{f}^{L^{*} U L}\left((\sqrt{U} L)^{\dagger} \sqrt{U} u\right), \tag{4.2.44}
\end{align*}
$$

where the last equivalence follows from (4.2.20).
4: Note that $\operatorname{ran} L^{*}=\mathcal{H}$ yields, for every $x \in \mathcal{G},\left\langle L^{*} U L x \mid x\right\rangle \geq \mu\|L x\|^{2} \geq \mu \alpha^{2}\|x\|^{2}$, where the existence of $\alpha>0$ is guaranteed by [1, Fact 2.26]. Therefore, $L^{*} U L$ is strongly monotone and, hence, invertible. Hence, the result follows from 3 and $(\sqrt{U} L)^{\dagger}=$ $\left(L^{*} U L\right)^{-1} L^{*} \sqrt{U}$ in view of (4.2.17).

Note that in Proposition 4.2.6(2), $\operatorname{prox}_{f, L}^{U} u$ may be empty for some $u \in \mathcal{G}$, as the following examples illustrate.

Example 4.2.7. Suppose that $U=\mathrm{Id}$, that $\operatorname{ran} L$ is not closed, set $f=0$, and let $u \in \overline{\operatorname{ran} L} \backslash \operatorname{ran} L$. Then, $\inf _{x \in \mathcal{H}}\|L x-u\|=0$ but the minimum is not attained. Observe that, since $f^{*}=\iota_{\{0\}}$, we have $\operatorname{dom} f^{*}=\{0\}$ which yields cone $\left(\operatorname{dom} f^{*}-\operatorname{ran} L^{*}\right)=$ cone $\left(\operatorname{ran} L^{*}\right)=\operatorname{ran} L^{*} \neq \overline{\operatorname{ran} L^{*}}=\overline{\operatorname{span}} \operatorname{ran} L^{*}$ and, thus, $0 \notin \operatorname{sri}\left(\operatorname{dom} f^{*}-\operatorname{ran} L^{*}\right)$.

Example 4.2.8. Suppose that $\mathcal{H}=\mathbb{R}^{2}, \mathcal{G}=\mathbb{R}, f:(x, y) \mapsto \exp (y)$, and $L:(x, y) \mapsto x$. Then $L^{*}: z \mapsto(z, 0)$, ran $L^{*}=\mathbb{R} \times\{0\}$, and $f^{*}:(u, v) \mapsto \iota_{\{0\}}(u)+\exp ^{*}(v)$, where

$$
\exp ^{*}: v \mapsto \begin{cases}v(\ln v-1), & \text { if } v>0  \tag{4.2.45}\\ 0, & \text { if } v=0 \\ +\infty, & \text { if } v<0\end{cases}
$$

Then, $\operatorname{dom} f^{*}=\{0\} \times\left[0,+\infty\left[\right.\right.$ and $\operatorname{cone}\left(\operatorname{dom} f^{*}-\operatorname{ran} L^{*}\right)=\mathbb{R} \times\left[0,+\infty\left[\neq \mathbb{R}^{2}=\right.\right.$ $\overline{\operatorname{span}}\left(\operatorname{dom} f^{*}-\operatorname{ran} L^{*}\right)$, which yields $0 \notin \operatorname{sri}\left(\operatorname{dom} f^{*}-\operatorname{ran} L^{*}\right)$.

The following result provides sufficient conditions ensuring full domain of $\operatorname{prox}_{f, L}^{U}$. This is a a consequence of Theorem 4.2.3 in the optimization context and we connect the existence result with the computation of the proximity operators of $f^{*} \circ L^{*}$ and $L \triangleright f$. Our result generalizes [23, Proposition 5.2 (iii)] to non-standard metrics and infinite dimensions.

Proposition 4.2.9. Let $\mathcal{H}$ and $\mathcal{G}$ be real Hilbert spaces, let $f \in \Gamma_{0}(\mathcal{H})$, let $L: \mathcal{H} \rightarrow \mathcal{G}$ be a linear bounded operator such that

$$
\begin{equation*}
0 \in \operatorname{sri}\left(\operatorname{dom} f^{*}-\operatorname{ran} L^{*}\right), \tag{4.2.46}
\end{equation*}
$$

and let $U: \mathcal{G} \rightarrow \mathcal{G}$ be a strongly monotone self-adjoint linear operator. Then, the following hold:

1. $\operatorname{dom} \operatorname{prox}_{f, L}^{U}=\mathcal{G}$.
2. $\operatorname{prox}_{f^{*} \circ L^{*}}^{U^{-1}}=\mathrm{Id}-U L \operatorname{prox}_{f, L}^{U} U^{-1}$.
3. $L \triangleright f=\left(f^{*} \circ L^{*}\right)^{*} \in \Gamma_{0}(\mathcal{H})$ and $\operatorname{prox}_{L \triangleright f}^{U}=L \operatorname{prox}_{f, L}^{U}$.

Proof. 1: Since $0 \in \operatorname{sri}\left(\operatorname{dom} f^{*}-\operatorname{ran} L^{*}\right)$, [1, Corollary 16.53(i)] yields $\partial\left(f^{*} \circ L^{*}\right)=$ $L\left(\partial f^{*}\right) L^{*}$, which is maximally monotone in $\mathcal{H}$ because $f^{*} \circ L^{*} \in \Gamma_{0}(\mathcal{H})$ [1, Theorem 20.25]. Hence, by applying Theorem 4.2.3(1) to $B=\partial f^{*}$ and $M=L^{*}$, it follows from (4.2.40) that

$$
\begin{align*}
(\forall x \in \mathcal{H}) \quad \varnothing \neq\left(\left(\partial f^{*}\right)^{-1}+L^{*} U L\right)^{-1} L^{*} U x & =\left(\partial f+L^{*} U L\right)^{-1} L^{*} U x \\
& =\operatorname{prox}_{f, L}^{U} x \tag{4.2.47}
\end{align*}
$$

2: We deduce from (4.2.12), Theorem 4.2.3(1), and (4.2.47) that

$$
\operatorname{prox}_{f^{*} \circ L^{*}}^{U-1}=J_{U \partial\left(f^{*} \circ L^{*}\right)}=J_{U L\left(\partial f^{*}\right) L^{*}}=\operatorname{Id}-U L\left(\left(\partial f^{*}\right)^{-1}+L^{*} U L\right)^{-1} L^{*}=\operatorname{Id}-U L \operatorname{prox}_{f, L}^{U} U^{-1} .
$$

3: Since $f^{*} \circ L^{*} \in \Gamma_{0}(\mathcal{H}),(4.2 .46)$ and [1, Corollary 15.28] yield $L \triangleright f=\left(f^{*} \circ L^{*}\right)^{*} \in$ $\Gamma_{0}(\mathcal{H})$. Hence, it follows from (4.2.14) and 2 that

$$
\begin{align*}
\operatorname{prox}_{L \triangleright f}^{U} & =\operatorname{Id}-U^{-1} \operatorname{prox}_{f^{*} \circ L^{*}}^{U^{-1}} U \\
& =\operatorname{Id}-U^{-1}\left(\operatorname{Id}-U L \operatorname{prox}_{f, L}^{U} U^{-1}\right) U  \tag{4.2.48}\\
& =L \operatorname{prox}_{f, L}^{U} \tag{4.2.49}
\end{align*}
$$

and the proof is complete.
Remark 4.2.10. 1. In the case when $U=\mu \mathrm{Id}$, the existence of solutions to (4.2.39) is assumed in [23, Proposition 5.2(iii)] and its uniqueness is supposed in [9, Theorem 4.7]. On the other hand, the strong monotonicity of $\left(L^{*} L+\partial f\right)$ is assumed in [3, 10] in order to guarantee the existence and uniqueness of solutions to the optimization problem in (4.2.39). Previous approaches are needed in order to guarantee that sequences of ADMM are well defined. Proposition 4.2.9(1) is more general, since it is obtained from Theorem 4.2.9 and the maximal monotonicity of $L\left(\partial f^{*}\right) L^{*}$, which is obtained from the qualification condition $0 \in \operatorname{sri}\left(\operatorname{dom} f^{*}-\operatorname{ran} L^{*}\right)$ and $f^{*} \circ L^{*} \in \Gamma_{0}(\mathcal{H})$ in view of [1, Corollary 16.53(i) \& Theorem 20.25].
2. In $[12,18]$ fixed point approaches are used in order to compute $\operatorname{prox}_{f \circ L}$ in the context of the sparse recovery in image processing. This approach leads to sub-iterations in optimization algorithms needing to compute $\operatorname{prox}_{f \circ L}$. Our computation is direct once $\operatorname{prox}_{f, L}^{U}$ is easily computable.
3. Note that Proposition 4.2.9(1) yields

$$
\begin{equation*}
\operatorname{prox}_{f^{*} \circ L^{*}}^{U^{-1}}+U L \operatorname{prox}_{f, L}^{U} U^{-1}=\mathrm{Id} \tag{4.2.50}
\end{equation*}
$$

In the case when $L=I d$, since $\operatorname{prox}_{f, \mathrm{Id}}^{U}=\operatorname{prox}_{f}^{U}$, (4.2.50) reduces to [1, Proposition 24.24(ii)], which is a non-standard metric version of Moreau's decomposition [20] first derived for mutually polar cones [19].
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## Part II

## Splitting Algorithms when $L=I d$ and $B$ is Cocoercive

## Preface to Part II

In the second part we aim at solving separately the cases $B_{3}=0$ and $V=\mathcal{H}$ in Problem 1.1.9.

In particular, in Chapter 5 we consider the case $B_{3}=0$ and we provide a splitting algorithm which fully exploits the structure of the problem, generalizing some methods in the literature. Also, we derive a splitting method for solving primal-dual monotone inclusions including normal cones, Lipschitzian-monotone operators and cocoercive operators. We also derive an algorithm for solving convex composite optimization problems under vector subspace constraints and we implement it in a TV-regularized least-squares problems with constraints.

In Chapter 6 we derive a fully split method for solving Problem 1.1.9 in the case $V=\mathcal{H}$, which takes advantage of the intrinsic properties of the operators. We also derive an algorithm for solving optimization problems involving convex in Gâteaux differentiable functions, linear compositions, and Gâteaux differentiable nonlinear constrains. Finally, we provide numerical experiments which illustrate the efficiency of that method.

## Chapter 5

## Forward-Partial Inverse-Half-Forward Splitting Algorithm for Monotone Inclusions

### 5.1 Introduction and Main Results

In this chapter we aim at solving numerically the following problem.
Problem 5.1.1. Let $\mathcal{H}$ be a real Hilbert space and let $V$ be a closed vector subspace of $\mathcal{H}$. Let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a maximally monotone operator, let $B_{2}: \mathcal{H} \rightarrow \mathcal{H}$ be a monotone and L-Lipschitzian operator for some $L \in] 0,+\infty[$, and let $B: \mathcal{H} \rightarrow \mathcal{H}$ be a $\beta$-cocoercive operator for some $\beta \in] 0,+\infty[$. The problem is to

$$
\begin{equation*}
\text { find } \quad x \in \mathcal{H} \quad \text { such that } \quad 0 \in A x+B x+B_{2} x+N_{V} x \text {, } \tag{5.1.1}
\end{equation*}
$$

under the assumption that its solutions set $Z$ is nonempty.
Problem 5.1.1 models a wide class of problems in engineering including mechanical problems [35, 37, 38], differential inclusions [2, 48], game theory [1, 14], restoration and denoising in image processing [20, 21, 28], traffic theory [9, 34, 36], among others.

The following is our main algorithm from this section, which allows to solve numerically Problem 5.1.1 in view of Theorem 5.1.3 below.

Algorithm 5.1.2. In the context of Problem 5.1.1, let $\left(x_{0}, y_{0}\right) \in V \times V^{\perp}$, let $\left.\gamma \in\right] 0,+\infty[$,
and let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $] 0,+\infty[$. Consider the recurrence

$$
\begin{align*}
& \text { for } n=1,2, \ldots \\
& \qquad \begin{aligned}
\text { find } & \left(p_{n}, q_{n}\right) \in \mathcal{H}^{2} \text { such that } x_{n}+\gamma y_{n}-\lambda_{n} \gamma P_{V}\left(B+B_{2}\right) x_{n}=p_{n}+\gamma q_{n} \\
& \quad \text { and } \frac{P_{V} q_{n}}{\lambda_{n}}+P_{V^{\perp}} q_{n} \in A\left(P_{V} p_{n}+\frac{P_{V^{\perp}} p_{n}}{\lambda_{n}}\right), \\
x_{n+1} & =P_{V} p_{n}+\lambda_{n} \gamma P_{V}\left(B_{2} x_{n}-B_{2} P_{V} p_{n}\right), \\
y_{n+1} & =P_{V} \perp q_{n} .
\end{aligned}
\end{align*}
$$

Note that (5.1.2) involves only one activation of $B$, two of $B_{2}$, and three projections onto $V$ at each iteration. Now, we present the convergence result of Algorithm 5.1.2.

Theorem 5.1.3. In the context of Problem 5.1.1, set

$$
\begin{equation*}
\left.\chi=\frac{4 \beta}{1+\sqrt{1+16 \beta^{2} L^{2}}} \in\right] 0, \min \left\{2 \beta, \frac{1}{L}\right\}[ \tag{5.1.3}
\end{equation*}
$$

let $\gamma \in] 0,+\infty\left[\right.$, and let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[\varepsilon, \chi / \gamma-\varepsilon]$ for some $\left.\varepsilon \in\right] 0, \chi /(2 \gamma)[$. Moreover, let $\left(x_{0}, y_{0}\right) \in V \times V^{\perp}$ and let $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ be the sequences generated by Algorithm 5.1.2. Then $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ are sequences in $V$ and $V^{\perp}$, respectively, and there exist $\bar{x} \in Z$ and $\bar{y} \in V^{\perp} \cap\left(A \bar{x}+P_{V}\left(B+B_{2}\right) \bar{x}\right)$ such that $x_{n} \rightharpoonup \bar{x}$ and $y_{n} \rightharpoonup \bar{y}$.

The inclusion in (5.1.2) is not always easy to solve. Hence, by an adequate choosing of the sequence $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$, we derive the following corollary in which this inclusion can be explicitly computed in terms of the resolvent of $A$.

Corollary 5.1.4. In the context of Problem 5.1.1, let $\left(x_{0}, y_{0}\right) \in V \times V^{\perp}$, let $\left.\chi \in\right] 0,+\infty[$ be the constant defined in (5.1.3), let $\gamma \in] 0, \chi\left[\right.$, and let $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ be the sequences generated by the recurrence

$$
\left\lvert\, \begin{align*}
& \text { for } n=1,2, \ldots  \tag{5.1.4}\\
& p_{n}=J_{\gamma A}\left(x_{n}+\gamma y_{n}-\gamma P_{V}\left(B+B_{2}\right) x_{n}\right) \\
& r_{n}=P_{V} p_{n} \\
& x_{n+1}=r_{n}+\gamma P_{V}\left(B_{2} x_{n}-B_{2} r_{n}\right) \\
& y_{n+1}=y_{n}-\frac{p_{n}-r_{n}}{\gamma}
\end{align*}\right.
$$

Then, there exist $\bar{x} \in Z$ and $\bar{y} \in V^{\perp} \cap\left(A \bar{x}+P_{V}\left(B+B_{2}\right) \bar{x}\right)$ such that $x_{n} \rightharpoonup \bar{x}$ and $y_{n} \rightharpoonup \bar{y}$.
Note that, in the case when $B=0$, the recurrence in (5.1.4) reduces to FPF (Algorithm 1.1.12) [11], in that case we can take $\beta \rightarrow \infty$ which yields $\chi \rightarrow 1 / L$. On the other
hand, when $B_{2}=0$, taking $L \rightarrow 0$ we obtain $\chi \rightarrow 2 \beta$ and (5.1.4) reduces to FPS (Algorithm 1.1.11) [10]. Moreover, when $V=\mathcal{H}$, (5.1.4) reduces to FBHF (Algorithm 1.1.13) [15].

In this section, we also provide a method for solving numerically the following primaldual composite inclusion.

Problem 5.1.5. Let H be a real Hilbert space, let V be a closed vector subspace of H , let $\mathrm{A}: \mathrm{H} \rightarrow 2^{\mathrm{H}}$ be maximally monotone, let $\mathrm{M}: \mathrm{H} \rightarrow \mathrm{H}$ be monotone and $\mu$-Lipschitzian, for some $\mu \in] 0,+\infty[$, let $\mathrm{C}: \mathrm{H} \rightarrow \mathrm{H}$ be $\zeta$-cocoercive, for some $\zeta \in] 0,+\infty[$, and let $m$ be a strictly positive integer. For every $i \in\{1, \ldots, m\}$, let $\mathrm{G}_{i}$ be a real Hilbert space, let $\mathrm{B}_{i}: \mathrm{G}_{i} \rightarrow 2^{\mathrm{G}_{i}}$ be maximally monotone, let $\mathrm{N}_{i}: \mathrm{G}_{i} \rightarrow 2^{\mathrm{G}_{i}}$ be monotone and such that $\mathrm{N}_{i}^{-1}$ is $\nu_{i}$-Lipschitzian, for some $\left.\nu_{i} \in\right] 0,+\infty\left[\right.$, let $\mathrm{D}_{i}$ be maximally monotone and $\delta_{i}$-strongly monotone, for some $\left.\delta_{i} \in\right] 0,+\infty\left[\right.$, and let $\mathrm{L}_{i}: \mathrm{H} \rightarrow \mathrm{G}_{i}$ be a nonzero bounded linear operator. The problem is to

$$
\text { find } \begin{align*}
\overline{\mathrm{x}} \in \mathrm{H}, \overline{\mathrm{u}}_{1} \in \mathrm{G}_{1}, \ldots, \overline{\mathrm{u}}_{m} \in \mathrm{G}_{m} \quad \text { such that } \\
\qquad\left\{\begin{aligned}
0 & \in \mathrm{~A} \overline{\mathrm{x}}+\mathrm{M} \overline{\mathrm{x}}+\mathrm{C} \overline{\mathrm{x}}+\sum_{i=1}^{m} \mathrm{~L}_{i}^{*} \overline{\mathrm{u}}_{i}+N_{\mathrm{V}} \overline{\mathrm{x}} \\
0 & \in\left(\mathrm{~B}_{1}^{-1}+\mathrm{N}_{1}^{-1}+\mathrm{D}_{1}^{-1}\right) \overline{\mathrm{u}}_{1}-\mathrm{L}_{1} \overline{\mathrm{x}} \\
& \vdots \\
0 & \in\left(\mathrm{~B}_{m}^{-1}+\mathrm{N}_{m}^{-1}+\mathrm{D}_{m}^{-1}\right) \overline{\mathrm{u}}_{m}-\mathrm{L}_{m} \overline{\mathrm{x}},
\end{aligned}\right. \tag{5.1.5}
\end{align*}
$$

under the assumption that the solution set $\boldsymbol{Z}$ to (5.1.5) is nonempty.
The following proposition is consequence of previous methods and provides an algorithm for solving Problem 5.1.5.

Proposition 5.1.6. Consider the framework of Problem 5.1.5 and set

$$
\begin{equation*}
L=\max \left\{\mu, \nu_{1}, \ldots, \nu_{m}\right\}+\sqrt{\sum_{i=1}^{m}\left\|\mathrm{~L}_{i}\right\|^{2}} \quad \text { and } \beta=\min \left\{\zeta, \delta_{1}, \ldots, \delta_{m}\right\} \tag{5.1.6}
\end{equation*}
$$

Let $\mathrm{x}_{0} \in \mathrm{~V}$, let $\mathrm{y}_{0} \in \mathrm{~V}^{\top}$, for every $i \in\{1, \ldots, m\}$, let $\mathrm{u}_{i, 0} \in \mathrm{G}_{i}$, set $\left.\gamma \in\right] 0$, $\chi[$, where $\chi$ is
defined in (5.2.12), and consider the routine

Then, $\left(\mathrm{x}_{n}\right)_{n \in \mathbb{N}}$ is a sequence in V and there exists $\left(\overline{\mathrm{x}}, \overline{\mathrm{u}}_{1}, \ldots, \overline{\mathrm{u}}_{m}\right) \in \boldsymbol{Z}$ such that $\mathrm{x}_{n} \rightarrow \overline{\mathrm{x}}$ and, for every $i \in\{1, \ldots, m\}, \mathrm{u}_{i, n} \rightharpoonup \overline{\mathrm{u}}_{i}$.

Additionally, by applying the method in (5.1.7) in the optimization context, under adequate qualification condition, we obtain a method for solving the following optimization problem

$$
\begin{equation*}
\min _{\mathrm{x} \in \mathrm{~V}}\left(\mathrm{f}(\mathrm{x})+\mathrm{h}(\mathrm{x})+\sum_{i=1}^{m}\left(\mathrm{~g}_{i} \square \ell_{i}\right)\left(\mathrm{L}_{i} \mathrm{x}\right)\right), \tag{5.1.8}
\end{equation*}
$$

where $f \in \Gamma_{0}(H), h: H \rightarrow \mathbb{R}$ is convex differentiable with $\zeta^{-1}$-Lipschitzian gradient, for every $i \in\{1, \ldots, m\}, \ell_{i} \in \Gamma_{0}\left(\mathrm{G}_{i}\right)$ is $\nu_{i}$-strongly convex and $\mathrm{g}_{i} \in \Gamma_{0}\left(\mathrm{G}_{i}\right)$.

Finally we implement our method in the context of TV-regularized least-square problems with constraints and we compare its performance with previous methods in the literature.

### 5.2 Article: Forward-Partial Inverse-Half-Forward Splitting Algorithm for Solving Monotone Inclusions ${ }^{1}$

Abstract In this paper we provide a splitting algorithm for solving coupled monotone inclusions in a real Hilbert space involving the sum of a normal cone to a vector subspace,

[^5]a maximally monotone, a monotone-Lipschitzian, and a cocoercive operator. The proposed method takes advantage of the intrinsic properties of each operator and generalizes the method of partial inverses and the forward-backward-half forward splitting, among other methods. At each iteration, our algorithm needs two computations of the Lipschitzian operator while the cocoercive operator is activated only once. By using product space techniques, we derive a method for solving a composite monotone primal-dual inclusions including linear operators and we apply it to solve constrained composite convex optimization problems. Finally, we apply our algorithm to a constrained total variation least-squares problem and we compare its performance with efficient methods in the literature.

### 5.2.1 Introduction

In this paper we study the numerical resolution of the following inclusion problem. The normal cone to $V$ is denoted by $N_{V}$.

Problem 5.2.1. Let $\mathcal{H}$ be a real Hilbert space and let $V$ be a closed vector subspace of $\mathcal{H}$. Let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a maximally monotone operator, let $B: \mathcal{H} \rightarrow \mathcal{H}$ be a monotone and L-Lipschitzian operator for some $L \in] 0,+\infty[$, and let $C: \mathcal{H} \rightarrow \mathcal{H}$ be a $\beta$-cocoercive operator for some $\beta \in] 0,+\infty[$. The problem is to

$$
\begin{equation*}
\text { find } \quad x \in \mathcal{H} \quad \text { such that } \quad 0 \in A x+B x+C x+N_{V} x \text {, } \tag{5.2.1}
\end{equation*}
$$

under the assumption that its solutions set $Z$ is nonempty.
Problem 5.2.1 models a wide class of problems in engineering including mechanical problems [35, 37, 38], differential inclusions [2, 48], game theory [1, 14], restoration and denoising in image processing [20, 21, 28], traffic theory [9, 34, 36], among others.

In the case when $V=\mathcal{H}$ and the resolvent of $B$ is available, Problem 5.2.1 can be solved by the algorithms in $[29,30]$ and, if $B$ is linear, by the algorithm in [41]. Moreover, if the resolvent of $B$ is difficult to compute, Problem 5.2.1 can be solved by the forward-backward-half forward algorithm (FBHF) proposed in [11]. FBHF implement explicit activations of $B$ and $C$ and generalizes the classical forward-backward splitting [42] and Tseng's splitting [52] when $B=0$ and $C=0$, respectively.

In the case when $V \neq \mathcal{H}$, a splitting algorithm for solving the case $B=C=0$ is proposed in [49] using the partial inverse of $A$ with respect to $V$ and extensions for the cases $B=0$ and $C=0$ are proposed in [10] and [11], respectively. On the other hand, the algorithms proposed in $[5,8,4,6,7,13,19,24,23,25,27,29,31,32,39,40,43,45,46$, $47,53]$ can solve Problem 5.2.1 under additional assumptions or without exploiting the vector subspace structure and the intrinsic properties of the operators involved. Indeed, the algorithms in $[8,6,7,13,23,32]$ need to compute the resolvents of $B$ and $C$, which are
not explicit in general or they can be numerically expensive. In addition, previous methods do not take advantage of the vector subspace structure of Problem 5.2.1. The schemes proposed in $[4,24,31,39]$ take advantage of the properties of $B$, but the cocoercivity of $C$ and the vector subspace structure are not leveraged. In fact, the algorithms in [4, 24, 31, 39] may consider $B+C$ as a monotone and Lipschitzian operator and activates it twice by iteration. In contrast, the algorithms in [19, 27, 43, 46, 47] activates $B+C$ only once by iteration, but they need to store in the memory the two past iterations and the step-size is reduced significantly. In addition, the methods proposed in [5, 25, 29, 40, 45, 53] take advantage of the cocoercivity of $C$, but they do not exploit neither the properties of $B$ nor the vector subspace structure of the problem.

Furthermore, note that Problem 5.2.1 can be solved by the algorithms proposed in [11, 18] by considering $N_{V}$ as any maximally monotone operator via product space techniques. These approaches do not exploit the vector subspace structure of the problem and need to update additional auxiliary dual variables at each iteration, which affects their efficiency in large scale problems. Moreover, since $B+C$ is monotone and $\left(\beta^{-1}+L\right)$-Lipschitzian, Problem 5.2.1 can be solved by [11]. However, this implementation needs two computations of $C$ by iteration which affects its efficiency when $C$ is computationally expensive and also may increment drastically the number of iterations to achieve the convergence criterion, as perceived in [11, Section 7.1] in the case $V=\mathcal{H}$.

In this paper we propose a splitting algorithm which fully exploits the vector subspace structure, the cocoercivity of $C$, and the Lipschitzian property of $B$. In the particular case when $V=\mathcal{H}$, we recover [11], which generalizes the forward-backward splitting and Tseng's splitting [52]. For general vector subspaces, our algorithm also recovers the methods proposed in [10, 11, 49]. By using standard product space techniques, we apply our algorithm to solve composite primal-dual monotone inclusions including a normal cone to a vector subspace, cocoercive, and Lipschitzian-monotone operators and composite convex optimization problems under vector subspace constraints. We implement our method in the context of TV-regularized least-squares problems with constraints and we compare its performance with previous methods in the literature including [26]. We observe that, in the case when the matrix in the data fidelity term has large norm values, our implementation is more efficient.

The paper is organized as follows. In Section 5.2.2 we set our notation. In Section 5.2.3 we provide our main algorithm for solving Problem 5.2.1 and its proof of convergence. In Section 5.2.4 we derive a method for solving a composite monotone primal-dual inclusion, including monotone, Lipschitzian, cocoercive, and bounded linear operators. In this section we also derive an algorithm for solve constrained composite convex optimization problems. Finally, in Section 5.2 .5 we provide numerical experiments illustrating the efficiency of our proposed method.

### 5.2.2 Notations and Preliminaries

Throughout this paper $\mathcal{H}$ and $\mathcal{G}$ are real Hilbert spaces. We denote their scalar products by $\langle\cdot \mid \cdot\rangle$, the associated norms by $\|\cdot\|$, and by $\rightharpoonup$ the weak convergence. Given a linear bounded operator $L: \mathcal{H} \rightarrow \mathcal{G}$, we denote its adjoint by $L^{*}: \mathcal{G} \rightarrow \mathcal{H}$. Id denotes the identity operator on $\mathcal{H}$. Let $D \subset \mathcal{H}$ be non-empty and let $T: D \rightarrow \mathcal{H}$. Let $\beta \in] 0,+\infty[$. The operator $T$ is $\beta$-cocoercive if

$$
\begin{equation*}
(\forall x \in D)(\forall y \in D) \quad\langle x-y \mid T x-T y\rangle \geq \beta\|T x-T y\|^{2} \tag{5.2.2}
\end{equation*}
$$

and it is $L$-Lipschitzian if

$$
\begin{equation*}
(\forall x \in D)(\forall y \in D) \quad\|T x-T y\| \leq L\|x-y\| \tag{5.2.3}
\end{equation*}
$$

Let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a set-valued operator. The domain, range, and graph of $A$ are $\operatorname{dom} A=$ $\{x \in \mathcal{H} \mid A x \neq \varnothing\}$, ran $A=\{u \in \mathcal{H} \mid(\exists x \in \mathcal{H}) u \in A x\}$, and gra $A=\{(x, u) \in \mathcal{H} \times \mathcal{H} \mid u \in A x\}$, respectively. The set of zeros of $A$ is zer $A=\{x \in \mathcal{H} \mid 0 \in A x\}$, the inverse of $A$ is $A^{-1}: \mathcal{H} \rightarrow 2^{\mathcal{H}}: u \mapsto\{x \in \mathcal{H} \mid u \in A x\}$, and the resolvent of $A$ is $J_{A}=(\operatorname{Id}+A)^{-1}$. The operator $A$ is monotone if

$$
\begin{equation*}
(\forall(x, u) \in \operatorname{gra} A)(\forall(y, v) \in \operatorname{gra} A) \quad\langle x-y \mid u-v\rangle \geq 0 \tag{5.2.4}
\end{equation*}
$$

and it is maximally monotone if it is monotone and there exists no monotone operator $B: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ such that gra $B$ properly contains gra $A$, i.e., for every $(x, u) \in \mathcal{H} \times \mathcal{H}$,

$$
\begin{equation*}
(x, u) \in \operatorname{gra} A \quad \Leftrightarrow \quad(\forall(y, v) \in \operatorname{gra} A)\langle x-y \mid u-v\rangle \geq 0 \tag{5.2.5}
\end{equation*}
$$

We denote by $\Gamma_{0}(\mathcal{H})$ the class of proper lower semicontinuous convex functions $f: \mathcal{H} \rightarrow$ $]-\infty,+\infty]$. Let $f \in \Gamma_{0}(\mathcal{H})$. The Fenchel conjugate of $f$ is defined by $f^{*}: u \mapsto \sup _{x \in \mathcal{H}}(\langle x \mid u\rangle-$ $f(x)$ ), which is a function in $\Gamma_{0}(\mathcal{H})$, the subdifferential of $f$ is the maximally monotone operator

$$
\partial f: x \mapsto\{u \in \mathcal{H} \mid(\forall y \in \mathcal{H}) f(x)+\langle y-x \mid u\rangle \leq f(y)\},
$$

we have that $(\partial f)^{-1}=\partial f^{*}$, and that zer $\partial f$ is the set of minimizers of $f$, which is denoted by $\arg \min _{x \in \mathcal{H}} f$. We denote by

$$
\begin{equation*}
\operatorname{prox}_{f}: x \mapsto \underset{y \in \mathcal{H}}{\arg \min }\left(f(y)+\frac{1}{2}\|x-y\|^{2}\right) . \tag{5.2.6}
\end{equation*}
$$

We have $\operatorname{prox}_{f}=J_{\partial f}$. Moreover, it follows from [3, Theorem 14.3] that

$$
\begin{equation*}
\operatorname{prox}_{\gamma f}+\gamma \operatorname{prox}_{f^{*} / \gamma} \circ \mathrm{Id} / \gamma=\mathrm{Id} . \tag{5.2.7}
\end{equation*}
$$

Given a non-empty closed convex set $C \subset \mathcal{H}$, we denote by $P_{C}$ the projection onto $C$, by $\iota_{C} \in \Gamma_{0}(\mathcal{H})$ the indicator function of $C$, which takes the value 0 in $C$ and $+\infty$ otherwise,
and by $N_{C}=\partial\left(\iota_{C}\right)$ the normal cone to $C$. The partial inverse of $A$ with respect to a closed vector subspace $V$ of $\mathcal{H}$, denoted by $A_{V}$, is defined by

$$
\begin{equation*}
\left(\forall(x, y) \in \mathcal{H}^{2}\right) \quad y \in A_{V} x \quad \Leftrightarrow \quad\left(P_{V} y+P_{V^{\perp}} x\right) \in A\left(P_{V} x+P_{V^{\perp}} y\right) . \tag{5.2.8}
\end{equation*}
$$

Note that $A_{\mathcal{H}}=A$ and $A_{\{0\}}=A^{-1}$. For further properties of monotone operators, nonexpansive mappings, and convex analysis, the reader is referred to [3].

The following is a simplified version of the algorithm proposed in [15, Theorem 2.3].
Proposition 5.2.2. [15, Theorem 2.3] Let $\hat{L} \in] 0,+\infty[$, let $\hat{\beta} \in] 0,+\infty\left[\right.$, let $\mathcal{A}: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a maximally monotone operator, let $\mathcal{B}: \mathcal{H} \rightarrow \mathcal{H}$ be monotone and $\hat{L}$-Lipschitzian, and let $\mathcal{C}: \mathcal{H} \rightarrow \mathcal{H}$ be a $\hat{\beta}$-cocoercive operator. Suppose that $\operatorname{zer}(\mathcal{A}+\mathcal{B}+\mathcal{C}) \neq \varnothing$ and set

$$
\begin{equation*}
\left.\hat{\chi}=\frac{4 \hat{\beta}}{1+\sqrt{1+16 \hat{\beta}^{2} \hat{L}^{2}}} \in\right] 0, \min \left\{2 \hat{\beta}, \frac{1}{\hat{L}}\right\}[ \tag{5.2.9}
\end{equation*}
$$

let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[\varepsilon, \hat{\chi}-\varepsilon]$, for some $\left.\varepsilon \in\right] 0, \hat{\chi} / 2\left[\right.$. Moreover, let $z_{0} \in \mathcal{H}$ and consider the following recurrence

$$
\left\lvert\, \begin{align*}
& \text { for } n=1,2, \ldots  \tag{5.2.10}\\
& s_{n}=J_{\lambda_{n} \mathcal{A}}\left(z_{n}-\lambda_{n}(\mathcal{B}+\mathcal{C}) z_{n}\right) \\
& z_{n+1}=s_{n}+\lambda_{n}\left(\mathcal{B} z_{n}-\mathcal{B} s_{n}\right) .
\end{align*}\right.
$$

Then, $\left(z_{n}\right)_{n \in \mathbb{N}}$ converges weakly to some $\bar{z} \in \operatorname{zer}(\mathcal{A}+\mathcal{B}+\mathcal{C})$.
Observe that (5.2.10) reduces to forward-backward splitting when $\mathcal{B}=0$ (and $L=0$ ), and to a version of Tseng's splitting when $\mathcal{C}=0($ and $\beta \rightarrow+\infty)[13,52]$.

### 5.2.3 Main Result

The following is our main algorithm, whose convergence is proved in Theorem 5.2.4 below.
Algorithm 5.2.3. In the context of Problem 5.2.1, let $\left(x_{0}, y_{0}\right) \in V \times V^{\perp}$, let $\left.\gamma \in\right] 0,+\infty[$, and let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $] 0,+\infty[$. Consider the recurrence

$$
\begin{align*}
& \text { for } n=1,2, \ldots \\
& \text { find }\left(p_{n}, q_{n}\right) \in \mathcal{H}^{2} \text { such that } x_{n}+\gamma y_{n}-\lambda_{n} \gamma P_{V}(B+C) x_{n}=p_{n}+\gamma q_{n} \\
& \quad \text { and } \frac{P_{V} q_{n}}{\lambda_{n}}+P_{V \perp} q_{n} \in A\left(P_{V} p_{n}+\frac{P_{V} p_{n}}{\lambda_{n}}\right),  \tag{5.2.11}\\
& x_{n+1}=P_{V} p_{n}+\lambda_{n} \gamma P_{V}\left(B x_{n}-B P_{V} p_{n}\right) \\
& y_{n+1}=P_{V \perp} q_{n} .
\end{align*}
$$

Note that (5.2.3) involves only one activation of $C$, two of $B$, and three projections onto $V$ at each iteration.

Theorem 5.2.4. In the context of Problem 5.2.1, set

$$
\begin{equation*}
\left.\chi=\frac{4 \beta}{1+\sqrt{1+16 \beta^{2} L^{2}}} \in\right] 0, \min \left\{2 \beta, \frac{1}{L}\right\}[, \tag{5.2.12}
\end{equation*}
$$

let $\gamma \in] 0,+\infty\left[\right.$, and let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $[\varepsilon, \chi / \gamma-\varepsilon]$ for some $\left.\varepsilon \in\right] 0, \chi /(2 \gamma)[$. Moreover, let $\left(x_{0}, y_{0}\right) \in V \times V^{\perp}$ and let $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ be the sequences generated by Algorithm 5.2.3. Then $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ are sequences in $V$ and $V^{\perp}$, respectively, and there exist $\bar{x} \in Z$ and $\bar{y} \in V^{\perp} \cap\left(A \bar{x}+P_{V}(B+C) \bar{x}\right)$ such that $x_{n} \rightharpoonup \bar{x}$ and $y_{n} \rightharpoonup \bar{y}$.

Proof. Define

$$
\left\{\begin{array}{l}
\mathcal{A}_{\gamma}=(\gamma A)_{V}: \mathcal{H} \rightarrow 2^{\mathcal{H}}  \tag{5.2.13}\\
\mathcal{B}_{\gamma}=\gamma P_{V} \circ B \circ P_{V}: \mathcal{H} \rightarrow \mathcal{H} \\
\mathcal{C}_{\gamma}=\gamma P_{V} \circ C \circ P_{V}: \mathcal{H} \rightarrow \mathcal{H}
\end{array}\right.
$$

It follows from [11, Proposition 3.1 (i) $\&(\mathrm{ii})]$ that $\mathcal{A}_{\gamma}$ is maximally monotone and that $\mathcal{B}_{\gamma}$ is monotone and $\gamma L$-Lipschitzian. Moreover, $\mathcal{C}_{\gamma}$ is $\beta / \gamma$-cocoercive in view of [10, Proposition 5.1(ii)]. Since $C$ is $\beta^{-1}$-Lipschitzian, $B+C$ is $\left(\beta^{-1}+L\right)$-Lipschitzian, and (5.2.13) and the linearity of $P_{V}$ yield

$$
\begin{equation*}
\mathcal{B}_{\gamma}+\mathcal{C}_{\gamma}=\gamma P_{V} \circ(B+C) \circ P_{V} \tag{5.2.14}
\end{equation*}
$$

Therefore, [11, Proposition 3.1(iii)] implies that $\hat{x} \in \mathcal{H}$ is a solution to Problem 5.2.1 if and only if

$$
\begin{array}{r}
\hat{x} \in V \quad \text { and } \quad\left(\exists \hat{y} \in V^{\perp} \cap(A \hat{x}+B \hat{x}+C \hat{x})\right) \\
\quad \hat{x}+\gamma\left(\hat{y}-P_{V^{\perp}}(B+C) \hat{x}\right) \in \operatorname{zer}\left(\mathcal{A}_{\gamma}+\mathcal{B}_{\gamma}+\mathcal{C}_{\gamma}\right) . \tag{5.2.15}
\end{array}
$$

Now, since $x_{0} \in V$ and $y_{0} \in V^{\perp}$, it follows from Algorithm 5.2.11 that $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ are sequences in $V$ and $V^{\perp}$, respectively. In addition, from Algorithm 5.2.11 and [11, Proposition 3.1(i)] we deduce that

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad J_{\lambda_{n} \mathcal{A}_{\gamma}}\left(x_{n}+\gamma y_{n}-\lambda_{n} \gamma P_{V}(B+C) x_{n}\right)=P_{V} p_{n}+\gamma P_{V} \perp q_{n} \tag{5.2.16}
\end{equation*}
$$

For every $n \in \mathbb{N}$, set $z_{n}=x_{n}+\gamma y_{n}$ and set $s_{n}=P_{V} p_{n}+\gamma P_{V \perp} q_{n}$. Hence, for every $n \in \mathbb{N}$, $P_{V} s_{n}=P_{V} p_{n}, P_{V \perp} s_{n}=\gamma P_{V \perp} q_{n}$, and (5.2.16) and (5.2.14) yield

$$
\begin{align*}
s_{n} & =J_{\lambda_{n} \mathcal{A}_{\gamma}}\left(x_{n}+\gamma y_{n}-\lambda_{n} \gamma P_{V}(B+C) x_{n}\right) \\
& =J_{\lambda_{n} \mathcal{A}_{\gamma}}\left(z_{n}-\lambda_{n} \gamma P_{V}(B+C) P_{V} z_{n}\right) \\
& =J_{\lambda_{n} \mathcal{A}_{\gamma}}\left(z_{n}-\lambda_{n}\left(\mathcal{B}_{\gamma}+\mathcal{C}_{\gamma}\right) z_{n}\right) . \tag{5.2.17}
\end{align*}
$$

Thus, from Algorithm 5.2.11 we deduce that, for every $n \in \mathbb{N}$,

$$
\begin{align*}
z_{n+1} & =x_{n+1}+\gamma y_{n+1} \\
& =P_{V} p_{n}+\lambda_{n} \gamma P_{V}\left(B x_{n}-B P_{V} p_{n}\right)+\gamma P_{V^{\perp}} q_{n} \\
& =P_{V} s_{n}+\lambda_{n}\left(\gamma P_{V} B P_{V} z_{n}-\gamma P_{V} B P_{V} s_{n}\right)+P_{V^{\perp} s_{n}} \\
& =s_{n}+\lambda_{n}\left(\mathcal{B}_{\gamma} z_{n}-\mathcal{B}_{\gamma} s_{n}\right) . \tag{5.2.18}
\end{align*}
$$

Therefore, we obtain from (5.2.17) and (5.2.18) that

$$
\left\lvert\, \begin{align*}
& \text { for } n=1,2, \ldots  \tag{5.2.19}\\
& s_{n}=J_{\lambda_{n} \mathcal{A}_{\gamma}}\left(z_{n}-\lambda_{n}\left(\mathcal{B}_{\gamma}+\mathcal{C}_{\gamma}\right) z_{n}\right) \\
& z_{n+1}=s_{n}+\lambda_{n}\left(\mathcal{B}_{\gamma} z_{n}-\mathcal{B}_{\gamma} s_{n}\right) .
\end{align*}\right.
$$

Altogether, by setting $\hat{\beta}=\beta / \gamma$ and $\hat{L}=\gamma L$, we have $\hat{\chi}=\chi / \gamma$ and Proposition 5.2.2 asserts that there exists $\bar{z} \in \operatorname{zer}\left(\mathcal{A}_{\gamma}+\mathcal{B}_{\gamma}+\mathcal{C}_{\gamma}\right)$ such that $z_{n} \rightarrow \bar{z}$. Furthermore, by setting $\bar{x}=P_{V} \bar{z}$ and $\bar{y}=P_{V^{\perp}} \bar{z} / \gamma$, we have $-\left(\mathcal{B}_{\gamma}+\mathcal{C}_{\gamma}\right)(\bar{x}+\gamma \bar{y}) \in \mathcal{A}_{\gamma}(\bar{x}+\gamma \bar{y})$, which, in view of (5.2.13), is equivalent to $-P_{V}(B+C) \bar{x}+\bar{y} \in A \bar{x}$. Therefore, by defining $\hat{y}=\bar{y}+P_{V^{\perp}}(B+C) \bar{x} \in V^{\perp} \cap(A \bar{x}+B \bar{x}+C \bar{x})$, we have $\bar{x}+\gamma\left(\hat{y}-P_{V^{\perp}}(B+C) \bar{x}\right) \in$ $\operatorname{zer}\left(\mathcal{A}_{\gamma}+\mathcal{B}_{\gamma}+\mathcal{C}_{\gamma}\right)$ and (5.2.15) implies that $\bar{x} \in Z$ and that $\bar{y} \in V^{\perp} \cap\left(A \bar{x}+P_{V}(B+C) \bar{x}\right)$. Moreover, from the weakly continuity of $P_{V}$ and $P_{V^{\perp}}$, we obtain $x_{n}=P_{V} z_{n} \rightharpoonup P_{V} \bar{z}=\bar{x}$ and $y_{n}=P_{V^{\perp}} z_{n} / \gamma \rightharpoonup P_{V^{\perp}} \bar{z} / \gamma=\bar{y}$, which completes the proof.

The sequence $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ in Algorithm 5.2.3 can be manipulated in order to accelerate the convergence. However, as in [10, 11, 50], the inclusion in (5.2.11) is not always easy to solve. The following result provides a particular case of our method, in which this inclusion can be explicitly computed in terms of the resolvent of $A$.

Corollary 5.2.5. In the context of Problem 5.2.1, let $\left(x_{0}, y_{0}\right) \in V \times V^{\perp}$, let $\left.\chi \in\right] 0,+\infty[$ be the constant defined in (5.2.12), let $\gamma \in] 0$, $\chi\left[\right.$, and let $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ be the sequences generated by the recurrence

$$
\left\lvert\, \begin{align*}
& \text { for } n=1,2, \ldots  \tag{5.2.20}\\
& p_{n}=J_{\gamma A}\left(x_{n}+\gamma y_{n}-\gamma P_{V}(B+C) x_{n}\right) \\
& r_{n}=P_{V} p_{n} \\
& x_{n+1}=r_{n}+\gamma P_{V}\left(B x_{n}-B r_{n}\right) \\
& y_{n+1}=y_{n}-\frac{p_{n}-r_{n}}{\gamma}
\end{align*}\right.
$$

Then, there exist $\bar{x} \in Z$ and $\bar{y} \in V^{\perp} \cap\left(A \bar{x}+P_{V}(B+C) \bar{x}\right)$ such that $x_{n} \rightharpoonup \bar{x}$ and $y_{n} \rightharpoonup \bar{y}$.

Proof. Note that (5.2.20) implies that $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ are sequences in $V$ and $V^{\perp}$, respectively. Fix $n \in \mathbb{N}$ and set $q_{n}=\left(x_{n}+\gamma y_{n}-\gamma P_{V}(B+C) x_{n}-p_{n}\right) / \gamma$. Hence, we obtain from (5.2.20) that $p_{n}+\gamma q_{n}=x_{n}+\gamma y_{n}-\gamma P_{V}(B+C) x_{n}$, that $q_{n} \in A p_{n}$, that $x_{n+1}=$ $P_{V} p_{n}+\gamma P_{V}\left(B x_{n}-B P_{V} p_{n}\right)$, and that $y_{n+1}=y_{n}-\left(p_{n}-P_{V} p_{n}\right) / \gamma=y_{n}-P_{V} \perp p_{n} / \gamma=P_{V \perp} q_{n}$. Therefore, (5.2.20) is a particular case of Algorithm 5.2.3 when $\left.\lambda_{n} \equiv 1 \in\right] 0, \chi / \gamma[$ and the result hence follows from Theorem 5.2.4.

Remark 5.2.6. 1. Note that, in the case when $C=0$, (5.2.20) reduces to the method proposed in [11]. Observe that in this case we can take $\beta \rightarrow+\infty$ which yields $\chi \rightarrow 1 / L$.
2. Note that, in the case when $B=0,(5.2 .20)$ reduces to the method proposed in [10]. In this case, we can take $L \rightarrow 0$, which yields $\chi \rightarrow 2 \beta$.
3. In the case when $V=\mathcal{H}$, (5.2.20) reduces to the algorithm proposed in [15] (see also Proposition 5.2.2).

### 5.2.4 Applications

In this section we tackle the following composite primal-dual monotone inclusion.
Problem 5.2.7. Let H be a real Hilbert space, let V be a closed vector subspace of H , let $\mathrm{A}: \mathrm{H} \rightarrow 2^{\mathrm{H}}$ be maximally monotone, let $\mathrm{M}: \mathrm{H} \rightarrow \mathrm{H}$ be monotone and $\mu$-Lipschitzian, for some $\mu \in] 0,+\infty[$, let $\mathrm{C}: \mathrm{H} \rightarrow \mathrm{H}$ be $\zeta$-cocoercive, for some $\zeta \in] 0,+\infty[$, and let $m$ be a strictly positive integer. For every $i \in\{1, \ldots, m\}$, let $\mathrm{G}_{i}$ be a real Hilbert space, let $\mathrm{B}_{i}: \mathrm{G}_{i} \rightarrow 2^{\mathrm{G}_{i}}$ be maximally monotone, let $\mathrm{N}_{i}: \mathrm{G}_{i} \rightarrow 2^{\mathrm{G}_{i}}$ be monotone and such that $\mathrm{N}_{i}^{-1}$ is $\nu_{i}$-Lipschitzian, for some $\left.\nu_{i} \in\right] 0,+\infty\left[\right.$, let $\mathrm{D}_{i}$ be maximally monotone and $\delta_{i}$-strongly monotone, for some $\left.\delta_{i} \in\right] 0,+\infty\left[\right.$, and let $\mathrm{L}_{i}: \mathrm{H} \rightarrow \mathrm{G}_{i}$ be a nonzero bounded linear operator. The problem is to

$$
\begin{align*}
& \text { find } \overline{\mathrm{x}} \in \mathrm{H}, \overline{\mathrm{u}}_{1} \in \mathrm{G}_{1}, \ldots, \overline{\mathrm{u}}_{m} \in \mathrm{G}_{m} \text { such that } \\
& \left\{\begin{aligned}
0 & \in \mathrm{~A} \overline{\mathrm{x}}+\mathrm{M} \overline{\mathrm{x}}+\mathrm{C} \overline{\mathrm{x}}+\sum_{i=1}^{m} \mathrm{~L}_{i}^{*} \overline{\mathrm{u}}_{i}+N_{\mathrm{V}} \overline{\mathrm{x}} \\
0 & \in\left(\mathrm{~B}_{1}^{-1}+\mathrm{N}_{1}^{-1}+\mathrm{D}_{1}^{-1}\right) \overline{\mathrm{u}}_{1}-\mathrm{L}_{1} \overline{\mathrm{x}} \\
& \vdots \\
0 & \in\left(\mathrm{~B}_{m}^{-1}+\mathrm{N}_{m}^{-1}+\mathrm{D}_{m}^{-1}\right) \overline{\mathrm{u}}_{m}-\mathrm{L}_{m} \overline{\mathrm{x}},
\end{aligned}\right. \tag{5.2.21}
\end{align*}
$$

under the assumption that the solution set $\boldsymbol{Z}$ to (5.2.21) is nonempty.
Note that, if $\left(\overline{\mathrm{x}}, \overline{\mathrm{u}}_{1}, \ldots, \overline{\mathrm{u}}_{m}\right) \in \boldsymbol{Z}$ then $\overline{\mathrm{x}}$ solves the primal inclusion

$$
\begin{equation*}
\text { find } \quad \overline{\mathrm{x}} \in \mathrm{H} \quad \text { such that } 0 \in \mathrm{~A} \overline{\mathrm{x}}+\mathrm{M} \overline{\mathrm{x}}+\mathrm{C} \overline{\mathrm{x}}+\sum_{i=1}^{m} \mathrm{~L}_{i}^{*}\left(\left(\mathrm{~B}_{i} \square \mathrm{~N}_{i} \square \mathrm{D}_{i}\right) \mathrm{L}_{i} \overline{\mathrm{x}}\right)+N_{\mathrm{v}} \overline{\mathrm{x}} \tag{5.2.22}
\end{equation*}
$$

and $\left(\overline{\mathrm{u}}_{1}, \ldots, \overline{\mathrm{u}}_{m}\right)$ solves the dual inclusion
find $\bar{u}_{1} \in \mathrm{G}_{1}, \ldots, \overline{\mathrm{u}}_{m} \in \mathrm{G}_{m}$ such that

$$
(\exists \mathrm{x} \in \mathrm{H}) \quad\left\{\begin{array}{l}
-\sum_{i=1}^{m} \mathrm{~L}_{i}^{*} \overline{\mathrm{u}}_{i} \in \mathrm{Ax}+\mathrm{Mx}+\mathrm{Cx}+N_{\mathrm{v}}  \tag{5.2.23}\\
(\forall i \in\{1, \ldots, m\}) \quad \overline{\mathrm{u}}_{i} \in\left(\mathrm{~B}_{i} \square \mathrm{~N}_{i} \square \mathrm{D}_{i}\right) \mathrm{L}_{i} \mathrm{x} .
\end{array}\right.
$$

In the case when $\mathrm{V}=\mathrm{H}, \mathrm{C}=0$, and, for every $i \in\{1, \ldots, m\}, \mathrm{D}_{i}^{-1}=0$, this problem can be solved by algorithms in [22, 24] by using Tseng's splitting [52] in a suitable product space. In the case when $\mathrm{V}=\mathrm{H}, \mathrm{M}=0$, and, for every $i \in\{1, \ldots, m\}, \mathrm{N}_{i}^{-1}=0$, this problem can be solved by algorithms in $[25,53]$ by using forward-backward splitting in a suitable product space. Since $\mathrm{M}+\mathrm{C}$ and $\left(\mathrm{N}_{i}^{-1}+\mathrm{D}_{i}^{-1}\right)_{1 \leq i \leq m}$ are monotone and Lipschitzian and $N_{\mathrm{V}}$ is maximally monotone, Problem 5.2.7 can be solved by the algorithms in [22, 24]. However, these methods do not exploit the cocoercivity or the vector subspace structure of Problem 5.2.7. Other algorithms as those in [23, 40, 17] provide alternatives for solving Problem 5.2.7, but any of them exploit its vector subspace and cocoercive structure. In the case when $\mathrm{M}=0$, and, for every $i \in\{1, \ldots, m\}, \mathrm{N}_{i}^{-1}=0$, the algorithm in [16] exploits the vector subspace structure of Problem 5.2.7 by using the partial inverse of $A$ with respect to $V$. The following result provides a fully split algorithm to solve Problem 5.2.7 in its full generality. It is obtained by using (5.2.20) in a suitable product space, which exploits the vector subspace structure and which activates each cocoercive operator only once by iteration.

Proposition 5.2.8. Consider the framework of Problem 5.2.7 and set

$$
\begin{equation*}
L=\max \left\{\mu, \nu_{1}, \ldots, \nu_{m}\right\}+\sqrt{\sum_{i=1}^{m}\left\|\mathrm{~L}_{i}\right\|^{2}} \quad \text { and } \quad \beta=\min \left\{\zeta, \delta_{1}, \ldots, \delta_{m}\right\} \tag{5.2.24}
\end{equation*}
$$

Let $\mathrm{x}_{0} \in \mathrm{~V}$, let $\mathrm{y}_{0} \in \mathrm{~V}^{\top}$, for every $i \in\{1, \ldots, m\}$, let $\mathrm{u}_{i, 0} \in \mathrm{G}_{i}$, set $\left.\gamma \in\right] 0$, $\chi[$, where $\chi$ is
defined in (5.2.12), and consider the routine

$$
\left\{\begin{array}{l}
\text { for } n=1,2, \ldots  \tag{5.2.25}\\
\mathrm{p}_{n}=J_{\gamma \mathrm{A}}\left(\mathrm{x}_{n}+\gamma \mathrm{y}_{n}-\gamma P_{\mathrm{V}}\left((\mathrm{M}+\mathrm{C}) \mathrm{x}_{n}+\sum_{i=1}^{m} \mathrm{~L}_{i}^{*} \mathrm{u}_{i, n}\right)\right) \\
\mathrm{q}_{n}=P_{\mathrm{V}} \mathrm{p}_{n} \\
\left\lvert\, \begin{array}{l}
\text { for } i=1, \ldots, m \\
\mathrm{r}_{i, n}=J_{\gamma \mathrm{B}_{i}^{-1}}\left(\mathrm{u}_{i, n}-\gamma\left(\left(\mathrm{N}_{i}^{-1}+\mathrm{D}_{i}^{-1}\right) \mathrm{u}_{i, n}-\mathrm{L}_{i} \mathrm{x}_{n}\right)\right) \\
\mathrm{u}_{i, n+1}=\mathrm{r}_{i, n}-\gamma\left(\mathrm{N}_{i}^{-1} \mathrm{r}_{i, n}-\mathrm{N}_{i}^{-1} \mathbf{u}_{i, n}-\mathrm{L}_{i}\left(\mathrm{q}_{n}-\mathrm{x}_{n}\right)\right) \\
\mathrm{x}_{n+1}=\mathrm{q}_{n}-\gamma P_{\mathrm{V}}\left(\mathrm{Mq}_{n}-\mathrm{M} \mathrm{x}_{n}+\sum_{i=1}^{m} \mathrm{~L}_{i}^{*}\left(\mathrm{r}_{i, n}-\mathrm{u}_{i, n}\right)\right) \\
\mathrm{y}_{n+1}=\mathrm{y}_{n}-\frac{\mathbf{p}_{n}-\mathrm{q}_{n}}{\gamma} .
\end{array}\right.
\end{array}\right.
$$

Then, $\left(\mathrm{x}_{n}\right)_{n \in \mathbb{N}}$ is a sequence in V and there exists $\left(\overline{\mathrm{x}}, \overline{\mathrm{u}}_{1}, \ldots, \overline{\mathrm{u}}_{m}\right) \in \boldsymbol{Z}$ such that $\mathrm{x}_{n} \rightharpoonup \overline{\mathrm{x}}$ and, for every $i \in\{1, \ldots, m\}, \mathrm{u}_{i, n} \rightharpoonup \overline{\mathrm{u}}_{i}$.

Proof. Set $\mathcal{H}=\mathrm{H} \oplus \mathrm{G}_{1} \oplus \cdots \oplus \mathrm{G}_{m}$ and define

$$
\left\{\begin{array}{l}
A: \mathcal{H} \rightarrow 2^{\mathcal{H}}:\left(\mathrm{x}, \mathrm{u}_{1}, \ldots, \mathrm{u}_{m}\right) \mapsto \mathrm{Ax} \times \mathrm{B}_{1}^{-1} \mathrm{u}_{1} \times \cdots \times \mathrm{B}_{m}^{-1} \mathrm{u}_{m}  \tag{5.2.26}\\
B: \mathcal{H} \rightarrow \mathcal{H}:\left(\mathrm{x}, \mathrm{u}_{1}, \ldots, \mathrm{u}_{m}\right) \mapsto\left(\mathrm{Mx}+\sum_{i=1}^{m} \mathrm{~L}_{i}^{*} \mathrm{u}_{i}, \mathrm{~N}_{1}^{-1} \mathrm{u}_{1}-\mathrm{L}_{1} \mathrm{x}, \ldots, \mathrm{~N}_{m}^{-1} \mathrm{u}_{m}-\mathrm{L}_{m} \mathrm{x}\right) \\
C: \mathcal{H} \rightarrow \mathcal{H}:\left(\mathrm{x}, \mathrm{u}_{1}, \ldots, \mathrm{u}_{m}\right) \mapsto\left(\mathrm{Cx}, \mathrm{D}_{1}^{-1} \mathrm{u}_{1}, \ldots, \mathrm{D}_{m}^{-1} \mathrm{u}_{m}\right) \\
V=\left\{\left(\mathrm{x}, \mathrm{u}_{1}, \ldots, \mathrm{u}_{m}\right) \in \mathcal{H} \mid \mathrm{x} \in \mathrm{~V}\right\} .
\end{array}\right.
$$

Then, $A$ is maximally monotone and $B$ is monotone and $L$-Lipschitzian [24, eq.(3.11)], $C$ is $\beta$-cocoercive [53, eq.(3.12)], and $V$ is a closed vector subspace of $\mathcal{H}$. Therefore, Problem 5.2.7 is a particular instance of Problem 5.2.1. Moreover, we have from [3, Proposition 23.18] that

$$
\left\{\begin{array}{l}
(\forall \gamma>0) \quad J_{\gamma A}:\left(\mathrm{x}, \mathbf{u}_{1}, \ldots, \mathbf{u}_{m}\right) \mapsto\left(J_{\gamma \mathrm{A}}, J_{\gamma \mathrm{B}_{1}^{-1}} \mathbf{u}_{1}, \ldots, J_{\gamma \mathrm{B}_{m}^{-1}} \mathbf{u}_{m}\right)  \tag{5.2.27}\\
P_{V}:\left(\mathrm{x}, \mathbf{u}_{1}, \ldots, \mathbf{u}_{m}\right) \mapsto\left(P_{\mathrm{V} \mathrm{x}}, \mathbf{u}_{1}, \ldots, \mathbf{u}_{m}\right) .
\end{array}\right.
$$

Altogether, by defining

$$
(\forall n \in \mathbb{N})\left\{\begin{array}{l}
x_{n}=\left(\mathrm{x}_{n}, \mathbf{u}_{1, n}, \ldots, \mathbf{u}_{m, n}\right)  \tag{5.2.28}\\
y_{n}=\left(\mathrm{y}_{n}, 0, \ldots, 0\right) \\
p_{n}=\left(\mathbf{p}_{n}, \mathrm{r}_{1, n}, \ldots, \mathbf{r}_{m, n}\right) \\
q_{n}=\left(\mathbf{q}_{n}, \mathbf{s}_{1, n}, \ldots, \mathbf{s}_{m, n}\right)
\end{array}\right.
$$

(5.2.25) is a particular case of (5.2.11) and the convergence follows from Corollary 5.2.5.

Remark 5.2.9. In the particular case when $\mathrm{V}=\mathrm{H}$ and $\mathrm{C}=\mathrm{D}_{1}^{-1}=\cdots=\mathrm{D}_{m}^{-1}=0$, Proposition 5.2.8 recovers the main result in [24, Theorem 3.1] in the error-free case. By including non-standard metrics in the space $\mathcal{H}$ as in [11], we can also recover [16] when $\mathrm{M}=\mathrm{N}_{1}^{-1}=\cdots=\mathrm{N}_{m}^{-1}=0$ and [53] if we additionally assume that $\mathrm{V}=\mathrm{H}$, but we preferred to avoid this generalization for simplicity.

We now provide two important examples of Problem 5.2.7 and Proposition 5.2.8 in the context of convex optimization.

Example 5.2.10. Suppose that $\mathrm{A}=\partial \mathrm{f}, \mathrm{M}=\mathrm{N}_{1}^{-1}=\cdots=\mathrm{N}_{m}^{-1}=0, \mathrm{C}=\nabla \mathrm{h}$, for every $i \in\{1, \ldots, m\}, \mathrm{D}_{i}=\partial \ell_{i}$ and $\mathrm{B}_{i}=\partial \mathrm{g}_{i}$, where $\mathrm{f} \in \Gamma_{0}(\mathrm{H}), \mathrm{h}: \mathrm{H} \rightarrow \mathbb{R}$ is convex differentiable with $\zeta^{-1}$-Lipschitzian gradient, for every $i \in\{1, \ldots, m\}, \ell_{i} \in \Gamma_{0}\left(\mathrm{G}_{i}\right)$ is $\nu_{i}$-strongly convex and $\mathrm{g}_{i} \in \Gamma_{0}\left(\mathrm{G}_{i}\right)$. Then under the qualification condition [24, Proposition 4.3(i)]

$$
\begin{equation*}
(0, \ldots, 0) \in \operatorname{sri}\left(\times_{i=1}^{m}\left(\mathrm{~L}_{i}(\mathrm{~V} \cap \operatorname{dom} \mathrm{f})-\left(\operatorname{dom} \mathrm{g}_{i}+\operatorname{dom} \ell_{i}\right)\right)\right) \tag{5.2.29}
\end{equation*}
$$

Problem 5.2.7 is equivalent to

$$
\begin{equation*}
\min _{\mathrm{x} \in \mathrm{~V}}\left(\mathrm{f}(\mathrm{x})+\mathrm{h}(\mathrm{x})+\sum_{i=1}^{m}\left(\mathrm{~g}_{i} \square \ell_{i}\right)\left(\mathrm{L}_{i} \mathrm{x}\right)\right), \tag{5.2.30}
\end{equation*}
$$

which, in view of Proposition 5.2.8, can be solved by the algorithm

$$
\left\lvert\, \begin{align*}
& \text { for } n=1,2, \ldots  \tag{5.2.31}\\
& \mathbf{p}_{n}=\operatorname{prox}_{\gamma f}\left(\mathrm{x}_{n}+\gamma \mathrm{y}_{n}-\gamma P_{\mathrm{V}}\left(\nabla \mathrm{~h}\left(\mathrm{x}_{n}\right)+\sum_{i=1}^{m} \mathrm{~L}_{i}^{*} \mathrm{u}_{i, n}\right)\right) \\
& \mathrm{q}_{n}=P_{\vee} \mathrm{p}_{n} \\
& \left\lvert\, \begin{array}{l}
\text { for } i=1, \ldots, m \\
\mathrm{r}_{i, n}=\operatorname{prox}_{\gamma \mathrm{g}_{i}^{*}}\left(\mathrm{u}_{i, n}-\gamma\left(\nabla \ell_{i}^{*}\left(\mathrm{u}_{i, n}\right)-\mathrm{L}_{i} \mathrm{x}_{n}\right)\right) \\
\mathbf{u}_{i, n+1}=\mathrm{r}_{i, n}+\gamma \mathrm{L}_{i}\left(\mathrm{q}_{n}-\mathrm{x}_{n}\right) \\
\mathrm{x}_{n+1}=\mathrm{q}_{n}-\gamma P_{\mathrm{V}}\left(\sum_{i=1}^{m} \mathrm{~L}_{i}^{*}\left(\mathrm{r}_{i, n}-\mathrm{u}_{i, n}\right)\right) \\
\mathrm{y}_{n+1}=\mathrm{y}_{n}-\frac{\mathrm{p}_{n}-\mathrm{q}_{n}}{\gamma},
\end{array}\right.
\end{align*}\right.
$$

where $\mathrm{x}_{0} \in V, \mathrm{y}_{0} \in V^{\perp}$, for every $i \in\{1, \ldots, m\}, \mathbf{u}_{i, 0} \in \mathrm{G}_{i}, L=\sqrt{\sum_{i=1}^{m}\left\|\mathrm{~L}_{i}\right\|^{2}}, \beta=$ $\min \left\{\zeta, \delta_{i}, \ldots, \delta_{m}\right\}, \chi$ is defined in (5.2.12), and $\left.\gamma \in\right] 0, \chi[$. Observe that the algorithm
(5.2.31) exploits the cocoercivity of $\nabla \mathrm{h}$ and $\left(\nabla \ell_{i}^{*}\right)_{1 \leq i \leq m}$ by implementing them only once by iteration a difference of [24, Theorem 4.2], which needs to implement them twice by iteration.

Example 5.2.11. Consider the convex minimization problem

$$
\begin{equation*}
\min _{x \in \mathscr{H}}(f(x)+\mathscr{g}(\mathcal{L} x)+\kappa(\mathcal{A x})), \tag{5.2.32}
\end{equation*}
$$

where $\mathcal{H}, \mathcal{G}$, and $\mathcal{K}$ are real Hilbert spaces, $f \in \Gamma_{0}(\mathcal{H}), \mathcal{g} \in \Gamma_{0}(\mathcal{G}), \mathcal{L}: \mathcal{H} \rightarrow \mathcal{G}, \mathcal{A}: \mathcal{H} \rightarrow \mathcal{K}$, $\hbar: \mathcal{K} \rightarrow \mathbb{R}$ is convex, differentiable with $\beta^{-1}$-Lipschitzian gradient, and suppose that

$$
\begin{equation*}
0 \in \operatorname{sri}(L \operatorname{dom} f-\operatorname{dom} g) \tag{5.2.33}
\end{equation*}
$$

Note that $\mathfrak{f \circ} \mathcal{A}$ is convex, differentiable, and $\nabla(\hbar \circ \mathcal{A})=\mathscr{A}^{*} \circ \nabla \mathfrak{f} \circ \mathcal{A}$ is $\beta^{-1}\|\mathcal{A}\|^{2}$-Lipschitzian. Then, (5.2.32) can be solved by the primal-dual algorithm proposed in [26, 53], whose convergence is guaranteed under the assumption

$$
\begin{equation*}
\sigma\|\mathcal{L}\|^{2} \leq \frac{1}{\tau}-\frac{\|\mathcal{A}\|^{2}}{2 \beta} \tag{5.2.34}
\end{equation*}
$$

where $\tau>0$ and $\sigma>0$ are primal and dual step-sizes, respectively. Observe that, when $\|\mathcal{A}\|$ is large, this method is forced to choose small primal and dual step-sizes in order to ensure convergence. To overcome this inconvenient, we propose the following formulation

$$
\begin{equation*}
\min _{x \in V}(f(x)+h(x)+g(L x)), \tag{5.2.35}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\mathrm{H}=\mathcal{H} \oplus \mathcal{K}  \tag{5.2.36}\\
\mathrm{G}=\mathcal{G} \\
\mathrm{T}: \mathrm{x}=(\chi, w) \mapsto \mathcal{A} x-w \\
\mathrm{~V}=\operatorname{ker} \mathrm{T} \\
\mathrm{f}: \mathrm{x}=(\chi, w) \mapsto f(x) \\
\mathrm{g}=g \\
\mathrm{~L}: \mathrm{x}=(\chi, w) \mapsto \mathcal{L} \chi \\
\mathrm{h}: \mathrm{x}=(\chi, w) \mapsto \kappa(w)
\end{array}\right.
$$

Since in this case (5.2.29) reduces to (5.2.33), (5.2.32) is a particular instance of (5.2.30) when $m=1$ and $\ell_{1}=0$. Therefore, in view of [3, Example 29.19], (5.2.32) can be solved by the routine in (5.2.31) which, on this setting, reduces to:

$$
\left\lvert\, \begin{align*}
& \text { for } n=1,2, \ldots  \tag{5.2.37}\\
& p_{1, n}=\operatorname{prox}_{\gamma f}\left(x_{n}+\gamma y_{1, n}-\gamma\left(\mathcal{L}^{*} u_{n}-\mathcal{A}^{*} \mathcal{B}\left(\mathscr{A} \mathcal{L}^{*} u_{n}-\nabla \mathcal{K}\left(w_{n}\right)\right)\right)\right) \\
& p_{2, n}=w_{n}+\gamma \mathcal{y}_{2, n}-\gamma\left(\nabla \mathcal{K}\left(w_{n}\right)+\mathcal{B}\left(\mathscr{A} \mathcal{L}^{*} u_{n}-\nabla \mathcal{K}\left(w_{n}\right)\right)\right) \\
& q_{1, n}=p_{1, n}-\mathcal{A}^{*} \mathcal{B}\left(\mathscr{A} p_{1, n}-p_{2, n}\right) \\
& q_{2, n}=p_{2, n}+\mathcal{B}\left(\mathscr{A} p_{1, n}-p_{2, n}\right) \\
& r_{n}=\operatorname{prox}_{\gamma \mathcal{g}^{*}}\left(u_{n}+\gamma \mathcal{L} \chi_{n}\right) \\
& u_{n+1}=r_{n}+\gamma \mathcal{L}\left(q_{1, n}-\chi_{n}\right) \\
& x_{n+1}=q_{1, n}-\gamma\left(\mathcal{L}^{*}\left(r_{n}-u_{n}\right)-\mathcal{A}^{*} \mathcal{B A} \mathcal{L}^{*}\left(r_{n}-u_{n}\right)\right) \\
& w_{n+1}=q_{2, n}-\gamma \mathcal{B A} \mathcal{L}^{*}\left(r_{n}-u_{n}\right) \\
& y_{1, n+1}=y_{1, n}-\frac{p_{1, n+1}-q_{1, n+1}}{\gamma} \\
& y_{2, n+1}=y_{2, n}-\frac{p_{2, n+1}-q_{2, n+1}}{\gamma},
\end{align*}\right.
$$

where $\mathcal{B}=\left(\operatorname{Id}+\mathcal{A A}^{*}\right)^{-1}$ can be computed only once before the loop, $\left(\chi_{0}, w_{0}\right) \in V,\left(y_{1,0}, y_{2,0}\right) \in$ $V^{\perp}, u_{0} \in \mathcal{G}, L=\|\mathcal{L}\|, \chi$ is defined in (5.2.12), and $\left.\gamma \in\right] 0, \chi[$.

### 5.2.5 Numerical Experiments

In this section we consider the following optimization problem

$$
\begin{equation*}
\min _{y^{0} \leq x \leq y^{1}}\left(\frac{\alpha_{1}}{2}\|\mathcal{A} x-z\|^{2}+\alpha_{2}\|\nabla x\|_{1}\right), \tag{5.2.38}
\end{equation*}
$$

where $y^{0}=\left(\eta_{i}^{0}\right)_{1 \leq i \leq N}, y^{1}=\left(\eta_{i}^{1}\right)_{1 \leq i \leq N}$ are vectors in $\mathbb{R}^{N}, \alpha_{1}$ and $\alpha_{2}$ are in $] 0,+\infty[$, $\mathcal{A} \in \mathbb{R}^{K \times N}, z \in \mathbb{R}^{\bar{K}}$, and $\nabla: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N-1}:\left(\xi_{i}\right)_{1 \leq i \leq N} \mapsto\left(\xi_{i+1}-\xi_{i}\right)_{1 \leq i \leq N-1}$ is the discrete gradient. This problem appears when computing the fusion estimator in fused LASSO problems [33, 44, 51].

Note that (5.2.38) can be written equivalently as (5.2.32), where

$$
\left\{\begin{array}{l}
\mathcal{H}=\mathbb{R}^{N}  \tag{5.2.39}\\
f=\iota_{\mathcal{C}} \\
\mathcal{C}=\times_{i=1}^{N}\left[\eta_{i}^{0}, \eta_{i}^{1}\right] \\
\mathcal{g}=\alpha_{2}\|\cdot\|_{1} \\
\boldsymbol{h}=\alpha_{1}\|\cdot-z\|^{2} / 2 \\
\mathcal{L}=\nabla
\end{array}\right.
$$

Since $f \in \Gamma_{0}\left(\mathbb{R}^{N}\right), g \in \Gamma_{0}\left(\mathbb{R}^{N-1}\right)$, $\kappa$ is convex, differentiable, $\nabla \hbar=\alpha_{1}(\operatorname{Id}-z)$ is $\alpha_{1}$-Lipschitzian, $\|\mathcal{L}\|=2$, and (5.2.33) is trivially satisfied, (5.2.38) is a particular instance of Example 5.2.11. Hence, (5.2.38) can be solved by the algorithm in $[26,53]$ (called Condat-Vũ), by (5.2.37) (called FPIHF), and by [11] (called FPIF), which are compared in this section. In this context, the Algorithm Condat-V $\tilde{u}[26,53]$ reduces to the following routine.

```
Algorithm 4 Condat-Vũ [26, 53]
    Let \(x_{0} \in \mathbb{R}^{N}\) and \(u_{0} \in \mathbb{R}^{N-1}\), let \(\left.(\sigma, \tau, \rho) \in\right] 0,+\infty\left[^{3}\right.\), and fix \(\epsilon_{0}>\varepsilon>0\).
    while \(\epsilon_{n}>\varepsilon\) do
        \(p_{n+1}=P_{C}\left(x_{n}-\tau\left(\alpha_{1} \mathcal{A}^{\top}\left(\mathcal{A} x_{n}-z\right)+\nabla^{\top} u_{n}\right)\right)\)
        \(q_{n+1}=\sigma\left(\operatorname{Id}-\operatorname{prox}_{\alpha_{2}\|\cdot\|_{1} / \sigma}\right)\left(u_{n} / \sigma+\nabla\left(2 p_{n+1}-x_{n}\right)\right)\)
        \(x_{n+1}=x_{n}+\rho\left(p_{n+1}-x_{n}\right)\)
        \(u_{n+1}=u_{n}+\rho\left(q_{n+1}-u_{n}\right)\)
        \(\epsilon_{n+1}=\mathcal{R}\left(\left(x_{n+1}, u_{n+1}\right),\left(x_{n}, u_{n}\right)\right)\)
    end while
    return \(\left(x_{n+1}, u_{n+1}\right)\)
```

Observe that $P_{C}:\left(\xi_{i}\right)_{1 \leq i \leq N} \mapsto\left(\max \left\{\min \left\{\xi_{i}, \eta_{i}^{1}\right\}, \eta_{i}^{0}\right\}\right)_{1 \leq i \leq N}$. The convergence of Algorithm 4 is guaranteed if

$$
\begin{equation*}
\left.\sigma\|\mathcal{L}\|^{2} \leq \frac{1}{\tau}-\frac{\alpha_{1}\|\mathcal{A}\|^{2}}{2} \quad \text { and } \quad \rho \in\right] 0, \delta\left[, \quad \text { where } \delta=2-\frac{\alpha_{1}\|\mathcal{A}\|^{2}}{2\left(\frac{1}{\tau}-\sigma\|\mathcal{L}\|^{2}\right)}\right. \tag{5.2.40}
\end{equation*}
$$

Note that, the larger is $\alpha_{1}\|\mathcal{A}\|^{2}$, the smaller should be $\tau$ and $\sigma$ in order to achieve convergence. On the other hand, by considering T defined in (5.2.36), the method in (5.2.37) writes as follows.

```
Algorithm 5 Forward-partial inverse-half-forward splitting (FPIHF)
    Set \(\mathcal{B}=\left(\operatorname{Id}+\mathcal{A A}^{\top}\right)^{-1}\), let \(\left(x_{0}, w_{0}\right) \in(\operatorname{ker} T)^{2},\left(y_{1,0}, y_{2,0}\right) \in\left(\operatorname{ker} \mathbf{T}^{\perp}\right)^{2}, u_{0} \in \mathbb{R}^{K}\), let
    \(\gamma \in] 0,+\infty\left[\right.\), and fix \(\epsilon_{0}>\varepsilon>0\).
    while \(\epsilon_{n}>\varepsilon\) do
        \(p_{1, n}=P_{\mathcal{C}}\left(x_{n}+\gamma y_{1, n}-\gamma\left(\nabla^{\top} u_{n}-\mathscr{A}^{\top} \mathcal{B}\left(\mathcal{A} \nabla^{\top} u_{n}-\alpha_{1}\left(w_{n}-z\right)\right)\right)\right)\)
        \(p_{2, n}=w_{n}+\gamma y_{2, n}-\gamma\left(\alpha_{1}\left(w_{n}-z\right)+\mathcal{B}\left(\mathscr{A} \nabla^{\top} u_{n}-\alpha_{1}\left(w_{n}-z\right)\right)\right)\)
        \(q_{1, n}=p_{1, n}-\mathcal{A}^{\top} \mathcal{B}\left(\mathcal{A} p_{1, n}-p_{2, n}\right)\)
        \(q_{2, n}=p_{2, n}+\mathcal{B}\left(\mathcal{A} p_{1, n}-p_{2, n}\right)\)
        \(r_{n}=\gamma\left(\operatorname{Id}-\operatorname{prox}_{\alpha_{2}\|\cdot\|_{1} / \gamma}\right)\left(u_{n} / \gamma+\nabla x_{n}\right)\)
        \(u_{n+1}=r_{n}+\gamma \nabla\left(q_{1, n}-x_{n}\right)\)
        \(x_{n+1}=q_{1, n}-\gamma\left(\nabla^{\top}\left(r_{n}-u_{n}\right)-\mathscr{A}^{\top} \mathcal{B} \mathcal{A} \nabla^{\top}\left(r_{n}-u_{n}\right)\right)\)
        \(w_{n+1}=q_{2, n}-\gamma \mathcal{B A} \nabla^{\top}\left(r_{n}-u_{n}\right)\)
        \(y_{1, n+1}=y_{1, n}-\left(p_{1, n+1}-q_{1, n+1}\right) / \gamma\)
        \(y_{2, n+1}=y_{2, n}-\left(p_{2, n+1}-q_{2, n+1}\right) / \gamma\)
        \(\epsilon_{n+1}=\mathcal{R}\left(\left(x_{n+1}, w_{n+1}, y_{n+1}^{1}, y_{n+1}^{2}\right),\left(x_{n}, w_{n}, y_{n}^{1}, y_{n}^{2}\right)\right)\)
    end while
    return \(\left(x_{n+1}, w_{n+1}, y_{n+1}^{1}, y_{n+1}^{2}\right)\)
```

In view of Example 5.2.11, the algorithm in (5.2.37) reduces to Algorithm 5, whose convergence is guaranteed if the step-size $\gamma$ satisfies

$$
\begin{equation*}
0<\gamma<\chi=\frac{4}{\alpha_{1}+\sqrt{\alpha_{1}^{2}+64}} \tag{5.2.41}
\end{equation*}
$$

Observe that the condition for the step-size $\gamma$ in (5.2.41) does not depend on $\|\mathcal{A}\|$.
The FPIF algorithm proposed in [11] for solving (5.2.38) differs from Algorithm 5 in the fact that the cocoercive gradient $\nabla \hbar: \chi \mapsto \chi-z$ is implemented twice by iteration. Indeed, the algorithm considers the monotone Lipschitzian operator $(\chi, u, w) \mapsto\left(\nabla^{\top} u, \nabla \chi, \alpha_{1}(w-\right.$ $z)$ ), whose Lipschitz constant follows from

$$
\begin{aligned}
\|\left(\nabla^{\top} u_{1}, \nabla \varkappa_{1}, \alpha_{1}\left(w_{1}-\right.\right. & z))-\left(\nabla^{\top} u_{2}, \nabla \varkappa_{2}, \alpha_{1}\left(w_{2}-z\right)\right) \|^{2} \\
& =\left\|\nabla^{\top}\left(u_{1}-u_{2}\right)\right\|^{2}+\left\|\nabla\left(\varkappa_{1}-\varkappa_{2}\right)\right\|^{2}+\alpha_{1}^{2}\left\|w_{1}-w_{2}\right\|^{2} \\
& \leq\left\|\nabla^{\top}\right\|^{2}\left\|u_{1}-u_{2}\right\|^{2}+\|\nabla\|^{2}\left\|x_{1}-\varkappa_{2}\right\|^{2}+\alpha_{1}^{2}\left\|w_{1}-w_{2}\right\|^{2} \\
& \leq \max \left\{\|\nabla\|^{2}, \alpha_{1}^{2}\right\}\| \|\left(\varkappa_{1}-\chi_{2}, u_{1}-u_{2}, w_{1}-w_{2}\right)\| \|^{2} .
\end{aligned}
$$

Therefore, the convergence of FPIF is guaranteed if $\gamma \in] 0,1 / \max \left\{\|\nabla\|, \alpha_{1}\right\}[$, and, as in Algorithm 5, this condition does not depend on $\|\mathcal{A}\|$. In order to compare Condat-Vũ, FPIHF, and FPIF, we set $\alpha_{1}=5$ and $\alpha_{2}=0.5$ and we consider $\mathcal{A}=\kappa \cdot \operatorname{rand}(N, K), y^{0}=$ $-1.5 \cdot \operatorname{rand}(N), y^{1}=1.5 \cdot \operatorname{rand}(N)$, and $z=\operatorname{randn}(N)$, where $\kappa \in\{1 / 5,1 / 10,1 / 20,1 / 30\}$, $N \in\{600,1200,2400\}, K \in\{N / 3, N / 2,2 N / 3\}$, and $\operatorname{rand}(\cdot, \cdot)$ and $\operatorname{randn}(\cdot, \cdot)$ are functions
in MATLAB generating matrices/vectors with uniformly and normal distributed entries, respectively. For each value of $\kappa, N$, and $K$, we generate 20 random realizations for $\mathcal{A}, z$, $y^{0}$, and $y^{1}$. Note that the average value of $\|\mathcal{A}\|$ increases as $\kappa$ increase (see Figure 5.1 for $K=N / 2$ ), which affects Algorithm 4 in view of (5.2.40). We also set $\rho=0.99 \cdot \delta$, where $\delta$ is defined in (5.2.40). In this setting, from (5.2.41) we deduce that the convergence of FPIHF is guaranteed for $\gamma<\chi \approx 0.2771$. On the other hand, since $\max \left\{\|\nabla\|, \alpha_{1}\right\}=\alpha_{1}=5$, the convergence of FPIF is guaranteed for $\gamma<0.2$.


Figure 5.1: Box plot for the norm of the 20 random realizations of $\mathcal{A}, N \in$ $\{600,1200,2400\}, K=N / 2$.

In Tables 5.1-5.4 we provide the average time and number of iterations to achieve a tolerance $\varepsilon=10^{-6}$ for each algorithm under study. In the case when an algorithm exceeds 50000 iterations in all cases, we write " $\boxtimes$ " in both columns. From these tables we can observe that when $\kappa$ increases (and therefore, $\|\mathcal{A}\|$ increases), Condat-Vũ reduces its performance and does not converge within 50000 iterations for big dimensions and large values of $\kappa$. Moreover, the number of iterations of FPIHF is considerably lower than its competitors but with expensive computational time by iteration. This can be explained by the fact that FPIHF needs to compute three projections onto the kernel of $(x, w) \mapsto \mathcal{A} x-w$ at each iteration. We can also perceive that, at exception of some cases, the partial inverse-based algorithms increase their computational time to achieve convergence when $K$ is larger. This can be explained by the fact that the dimension of matrix $\mathcal{B}$ is larger as $K$ is larger, and it has to be implemented three times by iteration.

When $\kappa=1 / 30$, we observe from Table 5.1, that FPIHF and Condat-Vũ are competitive and both are more efficient than FPIF. When $\kappa=1 / 20$, we observe from Table 5.2 that FPIHF outperforms Condat-Vũ and FPIF for large dimensions. When $\kappa=1 / 10$, we observe from Table 5.3 that FPIHF is the best algorithm at exception of the smallest
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Table 5.1: Comparison of Condat-V $\tilde{u}$, FPIF, and FPIHF for the case $\kappa=1 / 30$.

|  |  | $K=N / 3$ |  | $K=N / 2$ |  | $K=2 N / 3$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | Algorithm | Av. time (s) | Av. iter | Av. time (s) | Av. iter | Av. time (s) | Av. iter |
| 600 | Condat-Vũ | 0.89 | 11059 | 0.80 | 10047 | 0.76 | 9666 |
|  | FPIF | 3.46 | 17454 | 3.91 | 14353 | 7.20 | 17430 |
|  | FPIHF | 0.99 | 4851 | 1.24 | 4442 | 1.73 | 3996 |
| 1200 | Condat-Vũ | 11.32 | 17321 | 10.55 | 16129 | 10.54 | 16082 |
|  | FPIF | 25.52 | 19930 | 32.37 | 13788 | 51.54 | 16443 |
|  | FPIHF | 7.07 | 5425 | 13.76 | 5838 | 23.83 | 7570 |
| 2400 | Condat-Vũ | 74.17 | 34059 | 70.14 | 32216 | 69.48 | 31963 |
|  | FPIF | 95.55 | 17747 | 138.67 | 16074 | 190.06 | 17216 |
|  | FPIHF | 43.08 | 7961 | 64.68 | 7464 | 70.64 | 6369 |

Table 5.2: Comparison of Condat-Vũ, FPIF, and FPIHF for the case $\kappa=1 / 20$.

|  |  | $K=N / 3$ |  | $K=N / 2$ |  | $K=2 N / 3$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | Algorithm | Av. time (s) | Av. iter | Av. time (s) | Av. iter | Av. time (s) | Av. iter |
| 600 | Condat-Vũ | 0.86 | 10752 | 0.81 | 10263 | 0.87 | 10992 |
|  | FPIF | 2.67 | 13381 | 3.91 | 14204 | 5.88 | 14258 |
|  | FPIHF | 0.97 | 4725 | 0.82 | 2900 | 1.63 | 3747 |
| 1200 | Condat-Vũ | 13.91 | 21209 | 13.35 | 20359 | 12.51 | 19118 |
|  | FPIF | 23.30 | 18142 | 45.16 | 19222 | 52.60 | 16773 |
|  | FPIHF | 9.07 | 6943 | 20.53 | 8689 | 10.91 | 3458 |
| 2400 | Condat-Vũ | 103.92 | 47673 | 98.92 | 45543 | 91.33 | 41996 |
|  | FPIF | 89.77 | 16659 | 132.60 | 15374 | 145.58 | 13181 |
|  | FPIHF | 32.27 | 5957 | 45.35 | 5234 | 83.48 | 7539 |

dimensional case in which it is competitive with Condat-Vũ. The latter does not converge within 50000 for dimension $N=2400$. When $\kappa=1 / 5$, FPIHF is the more efficient algorithm in all the cases under study, as it is illustrated in Table 5.4. Moreover, CondatVũ converge before 50000 iterations only in the lower dimensional case when $N=600$. We conclude that, for higher values of $\|\mathcal{A}\|$ and larger dimensions, is more convenient to implement FPIHF.
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Table 5.3: Comparison of Condat-V u , FPIF, and FPIHF for the case $\kappa=1 / 10$.

|  |  | $K=N / 3$ |  | $K=N / 2$ |  | $K=2 N / 3$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | Algorithm | Av. time (s) | Av. iter | Av. time (s) | Av. iter | Av. time (s) | Av. iter |
| 600 | Condat-Vũ | 1.43 | 18233 | 1.30 | 16747 | 1.25 | 15577 |
|  | FPIF | 3.56 | 18040 | 3.01 | 11057 | 5.17 | 12389 |
|  | FPIHF | 1.11 | 5414 | 1.30 | 4696 | 1.49 | 3436 |
| 1200 | Condat-Vũ | 30.19 | 46078 | 26.98 | 41243 | 24.05 | 36849 |
|  | FPIF | 25.61 | 19916 | 30.70 | 13095 | 40.57 | 12960 |
|  | FPIHF | 6.96 | 5343 | 10.16 | 4294 | 17.79 | 5657 |
| 2400 | Condat-Vũ | $\boxtimes$ | $\boxtimes$ | $\boxtimes$ | $\boxtimes$ | $\boxtimes$ | $\boxtimes$ |
|  | FPIF | 98.90 | 18363 | 129.27 | 14975 | 172.05 | 15609 |
|  | FPIHF | 28.90 | 5349 | 46.74 | 5391 | 60.61 | 5484 |

Table 5.4: Comparison of Condat-Vũ, FPIF, and FPIHF for the case $\kappa=1 / 5$.

|  |  | $K=N / 3$ |  | $K=N / 2$ |  | $K=2 N / 3$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | Algorithm | Av. time (s) | Av. iter | Av. time (s) | Av. iter | Av. time (s) | Av. iter |
| 600 | Condat-Vũ | 3.76 | 48078 | 3.27 | 40998 | 2.58 | 33226 |
|  | FPIF | 2.68 | 13527 | 3.31 | 11945 | 4.14 | 9840 |
|  | FPIHF | 0.50 | 2428 | 0.64 | 2263 | 0.79 | 1780 |
| 1200 | Condat-Vũ | $\boxtimes$ | $\boxtimes$ | $\boxtimes$ | $\boxtimes$ | $\boxtimes$ | $\boxtimes$ |
|  | FPIF | 21.26 | 16535 | 27.29 | 11627 | 35.55 | 11399 |
|  | FPIHF | 7.23 | 5529 | 5.72 | 2424 | 10.25 | 3257 |
| 2400 | Condat-Vũ | $\boxtimes$ | $\boxtimes$ | $\boxtimes$ | $\boxtimes$ | $\boxtimes$ | $\boxtimes$ |
|  | FPIF | 88.51 | 16392 | 124.71 | 14444 | 139.69 | 12653 |
|  | FPIHF | 23.95 | 4414 | 35.51 | 4102 | 41.38 | 3773 |
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## Chapter 6

## Forward-Backward-Half Forward Algorithm with Line Search for Monotone Inclusions

### 6.1 Introduction and Main Results

In this chapter we aim at solving numerically the following problem.
Problem 6.1.1. Let $X$ be a nonempty closed convex subset of a real Hilbert space $\mathcal{H}$, let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a maximally monotone operator, let $B: \mathcal{H} \rightarrow \mathcal{H}$ be a $\beta$-cocoercive operator, for some $\beta>0$, let $B_{2}: \mathcal{H} \rightarrow \mathcal{H}$ be a monotone and L-Lipschitzian operator for some $L>0$, and let $B_{3}: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a maximally monotone operator such that $B_{3}$ is single valued and continuous in $\operatorname{dom} A \cup X \subset \operatorname{dom} B_{3}$. Moreover assume that $A+B_{3}$ is maximally monotone. The problem is to

$$
\begin{equation*}
\text { find } \quad x \in X \quad \text { such that } \quad 0 \in A x+B x+B_{2} x+B_{3} x, \tag{6.1.1}
\end{equation*}
$$

under the assumption that the set of solutions to (6.1.1) is nonempty.
This inclusion encompasses several problems in partial differential equations coming from mechanical models [24, 25, 26], differential inclusions [1, 36], game theory [11], among other disciplines.

The method proposed in this chapter splits the influence of the four operators involved in Problem 6.1.1. The operator $A$ is activated implicitly via its resolvent, $B$ and $B_{2}$ are activated explicitly, and $B_{3}$ is activated using a backtracking in order to define the step-sizes.

We first study some properties of the monotone operators involved in Problem 6.1.1, which ensure the finite termination of the backtracking procedure in our method.

Lemma 6.1.2. In the context of Problem 6.1.1, let $z$ and $y$ in $\mathcal{H}$, and define

$$
\begin{equation*}
(\forall \gamma>0) \quad x_{z, y}(\gamma)=J_{\gamma A}(z-\gamma y) \quad \text { and } \quad \varphi_{z, y}(\gamma)=\frac{\left\|z-x_{z, y}(\gamma)\right\|}{\gamma} \tag{6.1.2}
\end{equation*}
$$

Then, the following statements holds:

1. $\varphi_{z, y}$ is nonincreasing.
2. $(\forall z \in \operatorname{dom} A) \quad \lim _{\gamma \downarrow 0} \varphi_{z, y}(\gamma)=\left\|(A+y)^{0} z\right\|=\min _{w \in A z+y}\|w\|$.
3. Set

$$
\begin{equation*}
\mathcal{C}=\left\{z \in \mathcal{H} \mid \lim _{\gamma \downarrow 0} \varphi_{z, y}(\gamma)<+\infty\right\} . \tag{6.1.3}
\end{equation*}
$$

Then, $\operatorname{dom} A \subset \mathcal{C} \subset \overline{\operatorname{dom}} A$.
4. Suppose that one of the following holds:
(a) $z \in \mathcal{C}$.
(b) $z \in \operatorname{dom} B_{3} \backslash \mathcal{C}, y=\left(B_{1}+B_{2}+B_{3}\right) z$ and $B_{3}$ is locally bounded at $P_{\overline{\operatorname{dom}} A} z$.
(c) $z \in \operatorname{dom} B_{3} \backslash \mathcal{C}, y=\left(B_{1}+B_{2}+B_{3}\right) z$, and $\overline{\operatorname{dom}} A \subset \operatorname{int} \operatorname{dom} B_{3}$.

Then, for every $\theta \in] 0,1[$, there exists $\gamma(z)>0$ such that, for every $\gamma \in] 0, \gamma(z)]$,

$$
\begin{equation*}
\gamma\left\|B_{3} z-B_{3} x_{z, y}(\gamma)\right\| \leq \theta\left\|z-x_{z, y}(\gamma)\right\| \tag{6.1.4}
\end{equation*}
$$

Note that Lemma 6.1.2 generalizes [12, Lemma 2.2]. More precisely, in the case when $B_{2}=0$, by setting $y=\left(B_{1}+B_{3}\right) z$ in Lemma 6.1.2(1)\&(2), we recover [12, Lemma 2.2(1)]. Moreover, realizing that [12, Lemma 2.2(2)] is valid for every $z \in \operatorname{dom} A$, it is a particular case of Lemma 6.1.2(3)\&(4a).

The following is our main result from this section.
Theorem 6.1.3. In the context of Problem 6.1.1, suppose that one of the following holds:

1. $X \subset \operatorname{dom} A$.
2. $\overline{\operatorname{dom}} A \subset \operatorname{dom} B_{3}$ and $B_{3}$ is locally bounded in $\operatorname{dom} B_{3}$.
3. $\overline{\operatorname{dom}} A \subset \operatorname{int} \operatorname{dom} B_{3}$.

Let $\varepsilon \in] 0,1[$, set $\rho=\min \{2 \beta \varepsilon, \sqrt{1-\varepsilon} / L\}$, let $\sigma \in] 0,1[$, let $\theta \in] 0, \sqrt{1-\varepsilon}-L \rho \sigma[$, let $z_{0} \in \operatorname{dom} B_{3}$, and consider the sequence $\left(z_{n}\right)_{n \in \mathbb{N}}$ defined by the recurrence

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
x_{n}=J_{\gamma_{n} A}\left(z_{n}-\gamma_{n}\left(B+B_{2}+B_{3}\right) z_{n}\right)  \tag{6.1.5}\\
z_{n+1}=P_{X}\left(x_{n}+\gamma_{n}\left(B_{2}+B_{3}\right) z_{n}-\gamma_{n}\left(B_{2}+B_{3}\right) x_{n}\right)
\end{array}\right.
$$

where, for every $n \in \mathbb{N}$, $\gamma_{n}$ is the largest $\gamma \in\left\{\rho \sigma, \rho \sigma^{2}, \rho \sigma^{3}, \cdots\right\}$ satisfying

$$
\begin{equation*}
\gamma\left\|B_{3} z_{n}-B_{3} J_{\gamma A}\left(z_{n}-\gamma\left(B+B_{2}+B_{3}\right) z_{n}\right)\right\| \leq \theta\left\|z_{n}-J_{\gamma A}\left(z_{n}-\gamma\left(B+B_{2}+B_{3}\right) z_{n}\right)\right\| . \tag{6.1.6}
\end{equation*}
$$

Moreover, assume that at least one of the following additional statements hold:
(i) $\liminf _{n \rightarrow \infty} \gamma_{n}=\delta>0$.
(ii) $B_{3}$ is uniformly continuous in any weakly compact subset of $\overline{\operatorname{conv}}(\operatorname{dom} A \cup X)$.

Then, $\left(z_{n}\right)_{n \in \mathbb{N}}$ converges weakly to a solution to Problem 6.1.1.
Theorem 6.1.3 is a generalization of [12, Theorem 2.3]. Indeed, when $B_{2}=0$ and $X \subset$ $\operatorname{dom} A$, by taking $L \rightarrow 0$, we have $\rho \rightarrow 2 \beta \varepsilon$ and $\theta \in] 0, \sqrt{1-\varepsilon}[$. Hence, Theorem 6.1.3 recovers [12, Theorem 2.3(2)] noting that the uniform continuity in weakly compact subsets of $\overline{\operatorname{conv}}(\operatorname{dom} A \cup X)=\overline{\operatorname{dom}} A$ is needed. We hence generalize [12, Theorem 2.3(1)\&(2)] to the case when $X \not \subset \operatorname{dom} A$.

In addition, the algorithm in (6.1.5) is a generalization of FBHF (Algorithm 1.1.13), FBS (Algorithm 1.1.10), and Tseng's splitting [38]. More precisely, in Theorem 6.1.3, if $B_{3}=0$, we have dom $B_{3}=\mathcal{H}$ and, for all $n \in \mathbb{N}, \gamma_{n}=\sigma \rho=\sigma \min \{2 \beta \varepsilon, \sqrt{1-\varepsilon} / L\}$. Since, in this case $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ is constant, the largest step-size is obtained by taking $\varepsilon=\varepsilon(L, \beta)=$ $2 /\left(1+\sqrt{1+16 \beta^{2} L^{2}}\right)$, which satisfies $2 \beta \varepsilon=\sqrt{1-\varepsilon} / L=\chi(L, \beta)$, where

$$
\begin{equation*}
\chi(L, \beta)=\frac{4 \beta}{1+\sqrt{1+16 \beta^{2} L^{2}}}, \tag{6.1.7}
\end{equation*}
$$

and $\left.\gamma_{n} \equiv \gamma=\sigma \chi(L, \beta) \in\right] 0, \chi(L, \beta)[$. Hence, we recover the result in [12, Theorem 2.3(1)] for constant step-sizes. Additionally, if $B_{2}=0$ and $X=\mathcal{H}$, we have $\varepsilon(L, \beta) \rightarrow 1$ and $\chi(L, \beta) \rightarrow 2 \beta$ as $L \rightarrow 0$ and $\left.\gamma_{n} \equiv 2 \beta \sigma \in\right] 0,2 \beta[$, recovering the the forward backward algorithm [29]. On the other hand, if $B_{1}=0$, we have $\chi(L, \beta) \rightarrow 1 / L$ as $\beta \rightarrow \infty$ and $\left.\gamma_{n} \equiv \sigma / L \in\right] 0,1 / L[$, recovering the result in [38] for constant step-sizes.

Next, on this chapter, we derive a method for solving the following optimization problem.

Problem 6.1.4. Let $f \in \Gamma_{0}(\mathcal{H})$, let $g \in \Gamma_{0}(\mathcal{G})$, let $h: \mathcal{H} \rightarrow \mathbb{R}$ be a convex Gâteaux differentiable function such that $\nabla$ h is $\beta^{-1}$-Lipschitzian for some $\left.\beta \in\right] 0,+\infty[$, let $M: \mathcal{H} \rightarrow$ $\mathcal{G}$ be a bounded linear operator, and let $e: \mathcal{H} \rightarrow \mathbb{R}^{p}: x \mapsto\left(e_{i}(x)\right)_{1 \leq i \leq p}$ be such that, for every $i \in\{1, \ldots, p\}, e_{i}$ is convex and Gâteaux differentiable in $\operatorname{int} \operatorname{dom} e_{i}$, $\operatorname{dom} e_{i}$ is closed, $\cap_{i=1}^{p}$ intdom $e_{i} \neq \varnothing$, and $\operatorname{dom} \partial f \subset \cap_{i=1}^{n} \operatorname{intdom} e_{i}$. The problem is to

$$
\begin{equation*}
\min _{e(x) \in]-\infty, 0]^{]^{2}}} f(x)+g(M x)+h(x), \tag{6.1.8}
\end{equation*}
$$

and we assume that solutions exist.

By using Lagrangian duality, under qualification conditions, we can write Problem 6.1.4 as Problem 6.1.1. The following proposition is a consequence of Theorem 6.1.3.

Proposition 6.1.5. In the context of Problem 6.1.4, assume that $0 \in \operatorname{sri}(\operatorname{dom} g-M(\operatorname{dom} f))$, let $X=X_{1} \times X_{2} \times X_{3} \subset \operatorname{dom} \partial f \times \operatorname{dom} \partial g^{*} \times\left[0,+\infty\left[{ }^{p}\right.\right.$ be nonempty, closed, and convex, let $\varepsilon \in] 0,1[$, set $\rho=\min \{2 \beta \varepsilon, \sqrt{1-\varepsilon} /\|M\|\}$, let $\sigma \in] 0,1[$, let $\theta \in] 0, \sqrt{1-\varepsilon}-\|M\| \rho \sigma[$. For every $\boldsymbol{z}=\left(z^{1}, z^{2}, z^{3}\right) \in \mathcal{H} \times \mathcal{G} \times \mathbb{R}^{p}$ define $\boldsymbol{\Phi}_{\boldsymbol{z}}: \gamma \mapsto\left(\Phi_{\boldsymbol{z}}^{1}(\gamma), \Phi_{\boldsymbol{z}}^{2}(\gamma), \Phi_{\boldsymbol{z}}^{3}(\gamma)\right)$, where

$$
\begin{align*}
& \Phi_{z}^{1}: \gamma \mapsto \operatorname{prox}_{\gamma f}\left(z^{1}-\gamma\left(\nabla h\left(z^{1}\right)+M^{*} z^{2}+\sum_{i=1}^{p} z_{i}^{3} \nabla e_{i}\left(z^{1}\right)\right)\right) \\
& \Phi_{z}^{2}: \gamma \mapsto \operatorname{prox}_{\gamma g^{*}}\left(z^{2}+\gamma M z^{1}\right) \\
& \Phi_{z}^{3}: \gamma \mapsto P_{\left[0,+\infty\left[{ }^{p}\right.\right.}\left(z^{3}+\gamma e\left(z^{1}\right)\right) . \tag{6.1.9}
\end{align*}
$$

Let $\boldsymbol{z}_{0}=\left(z_{0}^{1}, z_{0}^{2}, z_{0}^{3}\right) \in \mathcal{H} \times \mathcal{G} \times \mathbb{R}^{p}$ and consider the recurrence

$$
(\forall n \in \mathbb{N}) \left\lvert\, \begin{align*}
& x_{n}^{1}=\Phi_{z_{n}}^{1}\left(\gamma_{n}\right)  \tag{6.1.10}\\
& x_{n}^{2}=\Phi_{z_{n}}^{2}\left(\gamma_{n}\right) \\
& x_{n}^{3}=\Phi_{z_{n}}^{3}\left(\gamma_{n}\right) \\
& z_{n+1}^{1}=P_{X_{1}}\left(x_{n}^{1}+\gamma_{n}\left(M^{*} z_{n}^{2}+\sum_{i=1}^{p} z_{n, i}^{3} \nabla e_{i}\left(z_{n}^{1}\right)\right)-\gamma_{n}\left(M^{*} x_{n}^{2}+\sum_{i=1}^{p} x_{n, i}^{3} \nabla e_{i}\left(x_{n}^{1}\right)\right)\right) \\
& z_{n+1}^{2}=P_{X_{2}}\left(x_{n}^{2}-\gamma_{n} M z_{n}^{1}+\gamma_{n} M x_{n}^{1}\right) \\
& z_{n+1}^{3}=P_{X_{3}}\left(x_{n}^{3}-\gamma_{n} e\left(z_{n}^{1}\right)+\gamma_{n} e\left(x_{n}^{1}\right)\right) \\
& \boldsymbol{z}_{n+1}=\left(z_{n+1}^{1}, z_{n+1}^{2}, z_{n+1}^{3}\right),
\end{align*}\right.
$$

where, for every $n \in \mathbb{N}$, $\gamma_{n}$ is the largest $\gamma \in\left\{\rho \sigma, \rho \sigma^{2}, \rho \sigma^{3}, \ldots\right\}$ satisfying

$$
\begin{equation*}
\gamma^{2}\left(\left\|\sum_{i=1}^{p} z_{n, i}^{3} \nabla e_{i}\left(z_{n}^{1}\right)-\Phi_{\boldsymbol{z}_{n}, i}^{3}(\gamma) \nabla e\left(\Phi_{\boldsymbol{z}_{n}}^{1}(\gamma)\right)\right\|^{2}+\left\|e\left(z_{n}^{1}\right)-e\left(\Phi_{\boldsymbol{z}_{n}}^{1}(\gamma)\right)\right\|^{2}\right) \leq \theta^{2}\| \| \boldsymbol{z}_{n}-\boldsymbol{\Phi}_{\boldsymbol{z}_{n}}(\gamma) \|^{2} \tag{6.1.11}
\end{equation*}
$$

Moreover, assume that at least one of the following additional statements hold:
(i) $\liminf _{n \rightarrow \infty} \gamma_{n}=\delta>0$.
(ii) For every $i \in\{1, \ldots, p\}, \nabla e_{i}$ is bounded and uniformly continuous in every weakly compact subset of $\overline{\operatorname{dom}} \partial f$.

Then, $\left(z_{n}^{1}\right)_{n \in \mathbb{N}}$ converges weakly to a solution to Problem 6.1.4.
Finally we implement our algorithm in a constrained total variation least-square problem and we compare its performance with available methods in the literature.

### 6.2 Article: Four Operator Splitting via a Forward-Backward-Half Forward Algorithm With Line Search ${ }^{1}$


#### Abstract

In this article we provide a splitting method for solving monotone inclusions in real Hilbert space involving four operators: a maximally monotone, a monotoneLipschitzian, a cocoercive, and a continuous operator. The proposed method takes advantage of the intrinsic properties of each operator, generalizing the forward-back-half forward splitting method and the Tseng's algorithm with line-search. At each iteration, our algorithm defines the step-size by using a line search in which the monotone-Lipschitzian and the cocoercive operators need only one activation. We also derive a method for solving non-linearly constrained composite convex optimization problems in real Hilbert spaces. Finally, we implement our algorithm in a constrained total variation least-square problem and we compare its performance with available methods in the literature.


### 6.2.1 Introduction

In this paper we aim at solving the following monotone inclusion problem.
Problem 6.2.1. Let $X$ be a nonempty closed convex subset of a real Hilbert space $\mathcal{H}$, let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a maximally monotone operator, let $B_{1}: \mathcal{H} \rightarrow \mathcal{H}$ be a $\beta$-cocoercive operator, for some $\beta>0$, let $B_{2}: \mathcal{H} \rightarrow \mathcal{H}$ be a monotone and L-Lipschitzian operator for some $L>0$, and let $B_{3}: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a maximally monotone operator such that $B_{3}$ is single valued and continuous in $\operatorname{dom} A \cup X \subset \operatorname{dom} B_{3}$. Moreover assume that $A+B_{3}$ is maximally monotone. The problem is to

$$
\begin{equation*}
\text { find } \quad x \in X \quad \text { such that } \quad 0 \in A x+B_{1} x+B_{2} x+B_{3} x \text {, } \tag{6.2.1}
\end{equation*}
$$

under the assumption that the set of solutions to (6.2.1) is nonempty.
This inclusion encompasses several problems in partial differential equations coming from mechanical models [24, 25, 26], differential inclusions [1, 36], game theory [11], among other disciplines. Algorithms proposed in $[4,3,5,6,7,10,13,14,16,17,18,19,20,21$, $22,23,27,28,30,31,32,34,39]$ can solve Problem 6.2.1 under additional assumptions or without exploiting the intrinsic properties of the involved operators, in the case $X=\mathcal{H}$. Indeed, the algorithms in $[5,6,7,10,16,23]$ need to compute the resolvents of $B_{1}, B_{2}$, and $B_{3}$, which are not explicit in general or they can be numerically expensive. The schemes proposed in [3, 17, 22, 27] take advantage of the properties of $B_{2}$, but the cocoercivity of $B_{1}$ and the continuity of $B_{3}$ are not leveraged. In fact, the algorithms in [3, 17, 22, 27] may

[^6]consider $B_{3}$ as a maximally monotone operator and $B_{1}+B_{2}$ as a monotone and Lipschitzian operator and activates it twice by iteration. In contrast, the algorithms in [14, 19, 30, $32,34]$ activates $B_{1}+B_{2}$ only once by iteration, but they need to store in the memory the two past iterations and the step size is reduced significantly. Furthermore, methods in $[14,19,30]$ consider only one maximally monotone operator, hence, the resolvent of $A+B_{3}$ must be calculated; on the other hand, methods in $[32,34]$ need to calculate the resolvent of $B_{3}$. In addition, methods proposed in [4, 18, 20, 21, 28, 31, 39] take advantage of the cocoercivity of $B_{1}$, but they do not exploit the Lipschitzian property of $B_{2}$ or the continuity of $B_{3}$ and need to compute the resolvents of $B_{2}$ and $B_{3}$. The method in [13] exploits the properties of $B_{1}$ and $B_{2}$ but not considers $B_{3}$ which must be treated as any maximally monotone operator via it resolvent.

Other methods solving (6.2.1) including normal cones, when $B_{3}=0$ and either $B_{1}=$ or $B_{2}=0$, are discussed in $[8,9,37]$.

Methods exploiting the continuity $B_{3}$ are proposed in [12, 38]. In particular, the algorithm in [38] solves Problem 6.2.1 when $B_{1}=B_{2}=0$. The forward-backward-forward splitting (FBF) method, proposed in [12], for solving numerically Problem 6.2.1 either when $B_{3}=0$ or when $B_{2}=0$. In order to provide their respective convergence results, in [12] and in [38], is assumed that $X \subset \operatorname{dom} A$.

In this paper, we propose a fully split method for solving Problem 6.2.1, which take advantage of each of their intrinsic properties of the operators, overcoming the drawbacks of the methods mentioned above. We generalize the proposed methods in [12, 38] allowing $X \not \subset A$ with additional hypothesis on $B_{3}$.

Another contribution of this manuscript is to derive an algorithm for solving optimization problems involving convex and Gâteaux differentiable functions, linear compositions and Gâteaux differentiable nonlinear constraints. We study properties of these functions for ensuring the convergence of this method. Finally, we provide numerical experiments which illustrate the efficiency of our algorithm.

The paper is organized as follows. In Section 6.2.2 we set our notation. In Section 6.2.3 we provide some technical lemmas, our splitting method for solving Problem 6.2.1, and our convergence result. In Section 6.2.4 we derive an algorithm for solving a constrained composite optimization problem. Finally, in Section 6.2 .5 we provide a numerical experiment illustrating the efficiency of the proposed method in Section 6.2.4.

### 6.2.2 Preliminaries

Throughout this paper $\mathcal{H}$ and $\mathcal{G}$ are real Hilbert spaces. We denote the scalar product by $\langle\cdot \mid \cdot\rangle$ and the associated norm by $\|\cdot\|$. The symbols $\rightharpoonup$ and $\rightarrow$ denotes the weak and strong convergence, respectively. Given a linear bounded operator $M: \mathcal{H} \rightarrow \mathcal{G}$, we denote its adjoint by $M^{*}: \mathcal{G} \rightarrow \mathcal{H}$. Id denotes the identity operator on $\mathcal{H}$. Let $D \subset \mathcal{H}$ be
non-empty, let $T: D \rightarrow \mathcal{H}$, and let $\beta \in] 0,+\infty[$. The operator $T$ is $\beta$-cocoercive if

$$
\begin{equation*}
(\forall x \in D)(\forall y \in D) \quad\langle x-y \mid T x-T y\rangle \geq \beta\|T x-T y\|^{2} \tag{6.2.2}
\end{equation*}
$$

and it is $\beta$-Lipschitzian if

$$
\begin{equation*}
(\forall x \in D)(\forall y \in D) \quad\|T x-T y\| \leq \beta\|x-y\| . \tag{6.2.3}
\end{equation*}
$$

Let $A: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ be a set-valued operator. The domain, range, graph, and the zeros of $A$ are, respectively, $\operatorname{dom} A=\{x \in \mathcal{H} \mid A x \neq \varnothing\}$, $\operatorname{ran} A=\{u \in \mathcal{H} \mid(\exists x \in \mathcal{H}) u \in A x\}$, $\operatorname{gra} A=\{(x, u) \in \mathcal{H} \times \mathcal{H} \mid u \in A x\}$, and $\operatorname{zer} A=\{x \in \mathcal{H} \mid 0 \in A x\}$. The inverse of $A$ is $A^{-1}: \mathcal{H} \rightarrow 2^{\mathcal{H}}: u \mapsto\{x \in \mathcal{H} \mid u \in A x\}$ and the resolvent of $A$ is $J_{A}=(\operatorname{Id}+A)^{-1}$. The operator $A$ is monotone if

$$
\begin{equation*}
(\forall(x, u) \in \operatorname{gra} A)(\forall(y, v) \in \operatorname{gra} A) \quad\langle x-y \mid u-v\rangle \geq 0 \tag{6.2.4}
\end{equation*}
$$

Moreover, $A$ it is maximally monotone if it is monotone and there exists no monotone operator $B: \mathcal{H} \rightarrow 2^{\mathcal{H}}$ such that gra $B$ properly contains gra $A$, i.e., for every $(x, u) \in \mathcal{H} \times \mathcal{H}$,

$$
\begin{equation*}
(x, u) \in \operatorname{gra} A \quad \Leftrightarrow \quad(\forall(y, v) \in \operatorname{gra} A)\langle x-y \mid u-v\rangle \geq 0 \tag{6.2.5}
\end{equation*}
$$

$A$ is locally bounded at $x \in \mathcal{H}$, if there exists $\delta \in] 0,+\infty[$ such that $A(\mathcal{B}(x ; \delta))$ is bounded, and $A$ is locally bounded in $\varnothing \neq D \subset \mathcal{H}$ if, for every $x \in D, A$ is locally bounded at $x$.

We denote by $\Gamma_{0}(\mathcal{H})$ the class of proper lower semicontinuous convex functions $f: \mathcal{H} \rightarrow$ $]-\infty,+\infty]$. Let $f \in \Gamma_{0}(\mathcal{H})$. The Fenchel conjugate of $f$ is defined by $f^{*}: u \mapsto \sup _{x \in \mathcal{H}}(\langle x \mid u\rangle-$ $f(x)$ ), which is a function in $\Gamma_{0}(\mathcal{H})$. The subdifferential of $f$ is the maximally monotone operator

$$
\partial f: x \mapsto\{u \in \mathcal{H} \mid(\forall y \in \mathcal{H}) f(x)+\langle y-x \mid u\rangle \leq f(y)\} .
$$

It turns out that $(\partial f)^{-1}=\partial f^{*}$ and that zer $\partial f$ is the set of minimizers of $f$, which is denoted by $\arg \min _{x \in \mathcal{H}} f(x)$. We denote the proximity operator of $f$ by

$$
\begin{equation*}
\operatorname{prox}_{f}: x \mapsto \underset{y \in \mathcal{H}}{\arg \min }\left(f(y)+\frac{1}{2}\|x-y\|^{2}\right) . \tag{6.2.6}
\end{equation*}
$$

We have $\operatorname{prox}_{f}=J_{\partial f}$. Moreover, it follows from [2, Theorem 14.3] that

$$
\begin{equation*}
(\forall \gamma>0) \quad \operatorname{prox}_{\gamma f}+\gamma \operatorname{prox}_{f^{*} / \gamma} \circ \mathrm{Id} / \gamma=\mathrm{Id} . \tag{6.2.7}
\end{equation*}
$$

Given a non-empty closed convex set $C \subset \mathcal{H}$, we denote by $P_{C}$ the projection onto $C$ and by $\iota_{C} \in \Gamma_{0}(\mathcal{H})$ the indicator function of $C$, which takes the value 0 in $C$ and $+\infty$ otherwise. For further properties of monotone operators, nonexpansive mappings, and convex analysis, the reader is referred to [2].

### 6.2.3 Main Result

We first study some properties of the monotone operators involved in Problem 6.2.1, which ensure the finite termination of the backtracking procedure in our method.

Lemma 6.2.2. In the context of Problem 6.2.1, let $z$ and $y$ in $\mathcal{H}$, and define

$$
\begin{equation*}
(\forall \gamma>0) \quad x_{z, y}(\gamma)=J_{\gamma A}(z-\gamma y) \quad \text { and } \quad \varphi_{z, y}(\gamma)=\frac{\left\|z-x_{z, y}(\gamma)\right\|}{\gamma} \tag{6.2.8}
\end{equation*}
$$

Then, the following statements holds:

1. $\varphi_{z, y}$ is nonincreasing.
2. $(\forall z \in \operatorname{dom} A) \quad \lim _{\gamma \downarrow 0} \varphi_{z, y}(\gamma)=\left\|(A+y)^{0} z\right\|=\min _{w \in A z+y}\|w\|$.
3. Set

$$
\begin{equation*}
\mathcal{C}=\left\{z \in \mathcal{H} \mid \lim _{\gamma \downarrow 0} \varphi_{z, y}(\gamma)<+\infty\right\} . \tag{6.2.9}
\end{equation*}
$$

Then, $\operatorname{dom} A \subset \mathcal{C} \subset \overline{\operatorname{dom}} A$.
4. Suppose that one of the following holds:
(a) $z \in \mathcal{C}$.
(b) $z \in \operatorname{dom} B_{3} \backslash \mathcal{C}, y=\left(B_{1}+B_{2}+B_{3}\right) z$, and $B_{3}$ is locally bounded at $P_{\overline{\operatorname{dom}} A} A^{z}$.
(c) $z \in \operatorname{dom} B_{3} \backslash \mathcal{C}, y=\left(B_{1}+B_{2}+B_{3}\right) z$, and $\overline{\operatorname{dom}} A \subset \operatorname{int} \operatorname{dom} B_{3}$.

Then, for every $\theta \in] 0,1[$, there exists $\gamma(z)>0$ such that, for every $\gamma \in] 0, \gamma(z)]$,

$$
\begin{equation*}
\gamma\left\|B_{3} z-B_{3} x_{z, y}(\gamma)\right\| \leq \theta\left\|z-x_{z, y}(\gamma)\right\| . \tag{6.2.10}
\end{equation*}
$$

Proof. Let $z \in \mathcal{H}$. Note that, if $z \in \operatorname{zer}(A+y)$,

$$
\begin{align*}
(\forall \gamma>0) \quad 0 \in A z+y & \Leftrightarrow z-\gamma y \in \gamma A z+z \\
& \Leftrightarrow z=x_{z, y}(\gamma) \\
& \Leftrightarrow \varphi_{z, y}(\gamma)=0 . \tag{6.2.11}
\end{align*}
$$

In this case, 1,2 , and 4 are clear. Henceforth, assume $z \in \mathcal{H} \backslash \operatorname{zer}(A+y)$. It follows from (6.2.8) that

$$
\begin{equation*}
\frac{z-x_{z, y}(\gamma)}{\gamma}-y \in A x_{z, y}(\gamma) \tag{6.2.12}
\end{equation*}
$$

1: For every $\gamma_{1}$ and $\gamma_{2}$ in $] 0,+\infty[,(6.2 .12)$ and the monotonicity of $A$ yield

$$
\begin{aligned}
0 & \leq\left\langle\left.\frac{z-x_{z, y}\left(\gamma_{1}\right)}{\gamma_{1}}-\frac{z-x_{z, y}\left(\gamma_{2}\right)}{\gamma_{2}} \right\rvert\, x_{z, y}\left(\gamma_{1}\right)-x_{z, y}\left(\gamma_{2}\right)\right\rangle \\
& =\left\langle\left.\frac{z-x_{z, y}\left(\gamma_{1}\right)}{\gamma_{1}}-\frac{z-x_{z, y}\left(\gamma_{2}\right)}{\gamma_{2}} \right\rvert\, x_{z, y}\left(\gamma_{1}\right)-z-\left(x_{z, y}\left(\gamma_{2}\right)-z\right)\right\rangle \\
& =-\frac{1}{\gamma_{1}}\left\|z-x_{z, y}\left(\gamma_{1}\right)\right\|^{2}+\left(\frac{1}{\gamma_{1}}+\frac{1}{\gamma_{2}}\right)\left\langle z-x_{z, y}\left(\gamma_{1}\right) \mid z-x_{z, y}\left(\gamma_{2}\right)\right\rangle-\frac{1}{\gamma_{2}}\left\|z-x_{z, y}\left(\gamma_{2}\right)\right\|^{2} .
\end{aligned}
$$

Hence, we obtain

$$
\begin{aligned}
\gamma_{1} \varphi_{z, y}\left(\gamma_{1}\right)^{2}+\gamma_{2} \varphi_{z, y}\left(\gamma_{2}\right)^{2} & \leq\left(\gamma_{1}+\gamma_{2}\right)\left\langle\left.\frac{z-x_{z, y}\left(\gamma_{1}\right)}{\gamma_{1}} \right\rvert\, \frac{z-x_{z, y}\left(\gamma_{2}\right)}{\gamma_{2}}\right\rangle \\
& \leq \frac{\left(\gamma_{1}+\gamma_{2}\right)}{2}\left(\varphi_{z, y}\left(\gamma_{1}\right)^{2}+\varphi_{z, y}\left(\gamma_{2}\right)^{2}\right)
\end{aligned}
$$

which yields $\left(\gamma_{1}-\gamma_{2}\right)\left(\varphi_{z, y}\left(\gamma_{1}\right)^{2}-\varphi_{z, y}\left(\gamma_{2}\right)^{2}\right) \leq 0$ and 1 follows.
2: It follows from the monotonicity of $A$ and (6.2.12) that, for every $w \in A z+y$ and $\gamma \in] 0,+\infty[$,

$$
0 \leq\left\langle\left.\frac{z-x_{z, y}(\gamma)}{\gamma}-w \right\rvert\, x_{z, y}(\gamma)-z\right\rangle,
$$

which yields

$$
\begin{align*}
\frac{1}{\gamma}\left\|z-x_{z, y}(\gamma)\right\|^{2} & \leq\left\langle w \mid z-x_{z, y}(\gamma)\right\rangle \\
& \leq\|w\|\left\|z-x_{z, y}(\gamma)\right\| \tag{6.2.13}
\end{align*}
$$

Thus, $\varphi_{z, y}(\gamma) \leq\|w\|$. Therefore, since [2, Proposition 20.36] implies that, for every $z \in \operatorname{dom} A, A z+y$ is nonempty, closed, and convex, [2, Theorem 11.10] yields

$$
\begin{equation*}
(\forall \gamma \in] 0,+\infty[) \quad \varphi_{z, y}(\gamma) \leq \min _{w \in A z+y}\|w\| . \tag{6.2.14}
\end{equation*}
$$

Hence, since $\varphi_{z, y} \geq 0,1$ implies that $\lim _{\gamma \downarrow 0} \varphi_{z, y}(\gamma)$ exists. In turn, since $z \in \mathcal{H} \backslash \operatorname{zer}(A+y)$, it follows from (6.2.14) and (6.2.11) that

$$
\begin{equation*}
0<\varphi_{z, y}(1) \leq \lim _{\gamma \downarrow 0} \varphi_{z, y}(\gamma) \leq \min _{w \in A z+y}\|w\|, \tag{6.2.15}
\end{equation*}
$$

which, in view of (6.2.2), implies

$$
\begin{equation*}
\lim _{\gamma \downarrow 0} x_{z, y}(\gamma)=z \tag{6.2.16}
\end{equation*}
$$

Since $\left(\varphi_{z, y}(\gamma)\right)_{(\gamma>0)}$ is bounded, by [2, Lemma 2.45], there exists a sequence $\left(\gamma_{k}\right)_{k \in \mathbb{N}} \subset$ $] 0,+\infty\left[\right.$ and $\bar{w} \in \mathcal{H}$ such that $\gamma_{k} \downarrow 0$ and $\frac{z-x_{z, y}\left(\gamma_{k}\right)}{\gamma_{k}} \rightharpoonup \bar{w}$ as $k \rightarrow+\infty$. Therefore, (6.2.12), (6.2.16), and [2, Proposition 20.38(i)] imply $\bar{w} \in A z+y$. Hence, noting that

$$
\begin{align*}
\left(\varphi_{z, y}\left(\gamma_{k}\right)\right)^{2} & =\left\|\frac{z-x_{z, y}\left(\gamma_{k}\right)}{\gamma_{k}}-\bar{w}\right\|^{2}+\|\bar{w}\|^{2}+2\left\langle\left.\frac{z-x_{z, y}\left(\gamma_{k}\right)}{\gamma_{k}}-\bar{w} \right\rvert\, \bar{w}\right\rangle \\
& \geq\|\bar{w}\|^{2}+2\left\langle\left.\frac{z-x_{z, y}\left(\gamma_{k}\right)}{\gamma_{k}}-\bar{w} \right\rvert\, \bar{w}\right\rangle \tag{6.2.17}
\end{align*}
$$

we deduce

$$
\lim _{\gamma \downarrow 0}\left(\varphi_{z, y}\left(\gamma_{k}\right)\right)^{2}=\lim _{k \rightarrow+\infty}\left(\varphi_{z, y}\left(\gamma_{k}\right)\right)^{2} \geq\|\bar{w}\|^{2} \geq \min _{w \in A z+y}\|w\|^{2} .
$$

Therefore, we obtain from (6.2.15) that

$$
\begin{equation*}
\lim _{\gamma \downarrow 0} \varphi_{z, y}(\gamma)=\min _{w \in A z+y}\|w\|, \tag{6.2.18}
\end{equation*}
$$

and 2 follows.
3: It follows from (6.2.9) and 2 that $\operatorname{dom} A \subset \mathcal{C}$. Let $z \in \mathcal{H} \backslash \overline{\operatorname{dom}} A$. The firmly nonexpansiveness of $J_{\gamma A}$ [2, Proposition 23.8(ii)] implies

$$
\begin{align*}
\left\|x_{z, y}(\gamma)-P_{\overline{\mathrm{dom}} A} z\right\| & =\left\|J_{\gamma A}(z-\gamma y)-J_{\gamma A} z+J_{\gamma A} z-P_{\overline{\mathrm{dom}} A} z\right\| \\
& \leq\left\|J_{\gamma A}(z-\gamma y)-J_{\gamma A} z\right\|+\left\|J_{\gamma A} z-P_{\overline{\mathrm{dom}} A} z\right\| \\
& \leq \gamma\|y\|+\left\|J_{\gamma A} z-P_{\overline{\mathrm{dom}} A} z\right\| . \tag{6.2.19}
\end{align*}
$$

Hence, by taking $\gamma \downarrow 0$ in (6.2.19) we conclude from [2, Theorem 23.48] that $x_{z, y}(\gamma) \rightarrow$ $P_{\overline{\mathrm{dom}} A} z$ as $\gamma \downarrow 0$. Then, by the continuity of the norm and $z \notin \overline{\operatorname{dom}} A$, we deduce

$$
\lim _{\gamma \downarrow 0}\left\|z-x_{z, y}(\gamma)\right\|=\left\|z-P_{\overline{\operatorname{dom}} A} z\right\|>0
$$

Therefore, $\varphi_{z, y}(\gamma)=\left\|z-x_{z, y}(\gamma)\right\| / \gamma \rightarrow+\infty$ as $\gamma \downarrow 0$ and, hence, it follows from (6.2.9) that $z \in \mathcal{H} \backslash \mathcal{C}$.

4a: If $z \in \mathcal{C}$, it follows from 1 that

$$
\begin{equation*}
0<\varphi_{z, y}(1) \leq \lim _{\gamma \downarrow 0} \varphi_{z, y}(\gamma)<+\infty \tag{6.2.20}
\end{equation*}
$$

Therefore $\lim _{\gamma \downarrow 0} x_{z, y}=z$ and the continuity of $B_{3}$ implies

$$
\begin{equation*}
\lim _{\gamma \downarrow 0} B_{3} x_{z, y}=B_{3} z \tag{6.2.21}
\end{equation*}
$$

The result follows from (6.2.20) and (6.2.21).

4b: Set $B=B_{1}+B_{2}+B_{3}$ and let $p=P_{\overline{\mathrm{dom}} A} z$. Since $B_{3}$ is locally bounded at $p$, there exists $\left.\delta_{p} \in\right] 0,+\infty\left[\right.$ such that $B_{3}\left(\mathcal{B}\left(p ; \delta_{p}\right)\right)$ is bounded. Now since $y=B z$ and

$$
\begin{equation*}
\frac{z-J_{\gamma A} z}{\gamma} \in A J_{\gamma A} z, \tag{6.2.22}
\end{equation*}
$$

(6.2.12), $y=B z$, and the it follows from (6.2.12) and the monotonicity of $A$ that

$$
\begin{aligned}
0 & \leq\left\langle\left.\frac{z-x_{z, y}(\gamma)}{\gamma}-B z-\frac{z-J_{\gamma A} z}{\gamma} \right\rvert\, x_{z, y}(\gamma)-J_{\gamma A} z\right\rangle \\
& =-\frac{1}{\gamma}\left\|x_{z, y}(\gamma)-J_{\gamma A} z\right\|^{2}+\left\langle B z \mid J_{\gamma A} z-x_{z, y}(\gamma)\right\rangle \\
& \leq-\frac{1}{\gamma}\left\|x_{z, y}(\gamma)-J_{\gamma A} z\right\|^{2}+\|B z\|\left\|J_{\gamma A} z-x_{z, y}(\gamma)\right\|
\end{aligned}
$$

Hence, we obtain

$$
\begin{equation*}
\left\|x_{z, y}(\gamma)-J_{\gamma A} z\right\| \leq \gamma\|B z\| \tag{6.2.23}
\end{equation*}
$$

Additionally, by [2, Theorem 23.48], there exists $\gamma_{1}$ such that, for every $\gamma<\gamma_{1}, \| J_{\gamma A} z-$ $p \| \leq \delta_{p} / 2$. By defining

$$
\bar{\gamma}:= \begin{cases}\gamma_{1}, & \text { if } B z=0  \tag{6.2.24}\\ \min \left\{\delta_{p} /(2\|B z\|), \gamma_{1}\right\}, & \text { if } B z \neq 0\end{cases}
$$

it follows from (6.2.23) that, for every $\gamma<\bar{\gamma}$,

$$
\begin{aligned}
\left\|x_{z, y}(\gamma)-p\right\| & \leq\left\|x_{z, y}(\gamma)-J_{\gamma A} z\right\|+\left\|J_{\gamma A} z-p\right\| \\
& \leq \gamma\|B z\|+\frac{\delta_{p}}{2} \\
& <\delta_{p}
\end{aligned}
$$

which yields $\left(x_{z, y}(\gamma)\right)_{0<\gamma \leq \bar{\gamma}} \subset B\left(p, \delta_{p}\right)$. Therefore, since $z \in \mathcal{H} \backslash \mathcal{C}$ implies $\varphi_{z, \gamma}(\gamma) \rightarrow+\infty$ as $\gamma \downarrow 0$ and $\left(\left\|B_{3} z-B_{3} x_{z, y}(\gamma)\right\|\right)_{0<\gamma \leq \bar{\gamma}}$ is bounded, the result follows.
 and the result follows from 4 b .

Remark 6.2.3. 1. In the case $B_{2}=0$, by setting $y=\left(B_{1}+B_{3}\right) z$ in Lemma 6.2.2(1) $\mathcal{G}(2)$, we recover [12, Lemma 2.2(1)].
2. Realizing that [12, Lemma 2.2(2)] is valid for every $z \in \operatorname{dom} A$, it is a particular case of Lemma 6.2.2(3) $\mathfrak{G}(4 \mathrm{a})$.

Now we state our main result.

Theorem 6.2.4. In the context of Problem 6.2.1, suppose that one of the following holds:

1. $X \subset \operatorname{dom} A$.
2. $\overline{\operatorname{dom}} A \subset \operatorname{dom} B_{3}$ and $B_{3}$ is locally bounded in $\operatorname{dom} B_{3}$.
3. $\overline{\operatorname{dom}} A \subset \operatorname{int} \operatorname{dom} B_{3}$.

Let $\varepsilon \in] 0,1[$, set $\rho=\min \{2 \beta \varepsilon, \sqrt{1-\varepsilon} / L\}$, let $\sigma \in] 0,1[$, let $\theta \in] 0, \sqrt{1-\varepsilon}-L \rho \sigma[$, let $z_{0} \in \operatorname{dom} B_{3}$, and consider the sequence $\left(z_{n}\right)_{n \in \mathbb{N}}$ defined by the recurrence

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
x_{n}=J_{\gamma_{n} A}\left(z_{n}-\gamma_{n}\left(B_{1}+B_{2}+B_{3}\right) z_{n}\right)  \tag{6.2.25}\\
z_{n+1}=P_{X}\left(x_{n}+\gamma_{n}\left(B_{2}+B_{3}\right) z_{n}-\gamma_{n}\left(B_{2}+B_{3}\right) x_{n}\right)
\end{array}\right.
$$

where, for every $n \in \mathbb{N}$, $\gamma_{n}$ is the largest $\gamma \in\left\{\rho \sigma, \rho \sigma^{2}, \rho \sigma^{3}, \cdots\right\}$ satisfying

$$
\begin{equation*}
\gamma\left\|B_{3} z_{n}-B_{3} J_{\gamma A}\left(z_{n}-\gamma\left(B_{1}+B_{2}+B_{3}\right) z_{n}\right)\right\| \leq \theta\left\|z_{n}-J_{\gamma A}\left(z_{n}-\gamma\left(B_{1}+B_{2}+B_{3}\right) z_{n}\right)\right\| . \tag{6.2.26}
\end{equation*}
$$

Moreover, assume that at least one of the following additional statements hold:
(i) $\liminf _{n \rightarrow \infty} \gamma_{n}=\delta>0$.
(ii) $B_{3}$ is uniformly continuous in any weakly compact subset of $\overline{\operatorname{conv}}(\operatorname{dom} A \cup X)$.

Then, $\left(z_{n}\right)_{n \in \mathbb{N}}$ converges weakly to a solution to Problem 6.2.1.
Proof. Set $B=B_{1}+B_{2}+B_{3}$ and fix $n \in \mathbb{N}$. If $z_{n} \in \mathcal{C}$, where $\mathcal{C}$ is defined in (6.2.9), then $\gamma_{n}$ is well defined in view of Lemma 6.2.2(4a). In particular, if 1 holds, $\gamma_{n}$ is well defined in view of Lemma 6.2.2(3). Now suppose that $z_{n} \in \mathcal{H} \backslash \mathcal{C}$. If $n=0$, it is clear that $z_{0} \in \operatorname{dom} B_{3} \backslash \mathcal{C}$. Otherwise, since $X \subset \operatorname{dom} B_{3}$, we have $z_{n} \in \operatorname{dom} B_{3} \backslash \mathcal{C}$. Now, if we assume 2, then $B_{3}$ is locally bounded in $P_{\overline{\operatorname{dom}} A} z_{n} \in \overline{\operatorname{dom}} A$ and $\gamma_{n}$ is well defined from Lemma 6.2.2(4b). Similarly, if we assume 3, $\gamma_{n}$ is well defined from Lemma 6.2.2(4c).

Now, let $z^{*} \in \operatorname{zer}(A+B) \cap X$. Note that, by the maximal monotonicity of $A+B_{3}$, the full domain of $B_{1}$ and $B_{2}$, and [2, Corollary 25.5(i)], it follows that $A+B_{2}+B_{3}$ and $A+B$ are maximally monotone. Then, since $B_{2}+B_{3}$ is continuous and single valued in $\operatorname{dom}\left(B_{2}+B_{3}\right)=\operatorname{dom} B_{3} \supset \operatorname{dom} A \cup X$ and $B_{1}$ is $\beta$-cocoercive, it follows from [12, Proposition 2.1(1)\&(2)] that, for every $n \in \mathbb{N}$, we have

$$
\begin{array}{r}
\left\|z_{n+1}-z^{*}\right\|^{2} \leq\left\|z_{n}-z^{*}\right\|^{2}-(1-\varepsilon)\left\|z_{n}-x_{n}\right\|^{2}+\gamma_{n}^{2}\left\|\left(B_{2}+B_{3}\right) z_{n}-\left(B_{2}+B_{3}\right) x_{n}\right\|^{2} \\
-\frac{\gamma_{n}}{\varepsilon}\left(2 \beta \varepsilon-\gamma_{n}\right)\left\|B_{1} z_{n}-B_{1} z^{*}\right\|^{2} . \tag{6.2.27}
\end{array}
$$

Note that the Lipschitz property of $B_{2}$ and (6.2.26) yield

$$
\begin{align*}
\gamma_{n}^{2}\left\|\left(B_{2}+B_{3}\right) z_{n}-\left(B_{2}+B_{3}\right) x_{n}\right\|^{2} & \leq\left(L \gamma_{n}\left\|z_{n}-x_{n}\right\|+\gamma_{n}\left\|B_{3} z_{n}-B_{3} x_{n}\right\|\right)^{2} \\
& \leq\left(L \gamma_{n}+\theta\right)^{2}\left\|z_{n}-x_{n}\right\|^{2} \\
& \leq(L \rho \sigma+\theta)^{2}\left\|z_{n}-x_{n}\right\|^{2} \tag{6.2.28}
\end{align*}
$$

Hence, it follows from (6.2.27) and (6.2.28) that

$$
\begin{aligned}
&(\forall n \in \mathbb{N}) \quad\left\|z_{n+1}-z^{*}\right\|^{2} \leq\left\|z_{n}-z^{*}\right\|^{2}-\left((1-\varepsilon)-(L \rho \sigma+\theta)^{2}\right)\left\|z_{n}-x_{n}\right\|^{2} \\
&-\frac{\gamma_{n}}{\varepsilon}\left(2 \beta \varepsilon-\gamma_{n}\right)\left\|B_{1} z_{n}-B_{1} z^{*}\right\|^{2} .
\end{aligned}
$$

Therefore, since $\left(1-\varepsilon-(L \rho \sigma+\theta)^{2}\right) \geq 2 \beta \varepsilon(1-\sigma)>0$ and $\left(2 \beta \varepsilon-\gamma_{n}\right)>0,[15$, Lemma 3.1(i)] implies that $\left(\left\|z_{n}-z^{*}\right\|\right)_{n \in \mathbb{N}}$ is a convergent sequence and

$$
\begin{equation*}
z_{n}-x_{n} \rightarrow 0 . \tag{6.2.29}
\end{equation*}
$$

Let $z \in \mathcal{H}$ be a weak limit point of the subsequence $\left(z_{n}\right)_{n \in K}$ for some $K \subset \mathbb{N}$. Then $z$ is also a weak limit point of $\left(x_{n}\right)_{n \in K}$ in view of (6.2.29). Since $X$ is closed and convex, and $\left(z_{n}\right)_{n \in K}$ is a sequence in $X$ we conclude that $z \in X$. Let us prove that $z \in \operatorname{zer}(A+B)$.
(i): Assume that $\lim \inf _{n \rightarrow+\infty} \gamma_{n}=\delta>0$. Then, there exists $n_{0} \in \mathbb{N}$ such that $\inf _{n \geq n_{0}} \gamma_{n} \geq \delta$. Hence, (6.2.26), (6.2.25), the Lipschitz continuity of $B_{2}$, and the cocoercivity of $B_{1}$ yield

$$
\begin{align*}
\left(\forall n \geq n_{0}\right) \quad\left\|B z_{n}-B x_{n}\right\| & \leq\left\|B_{1} z_{n}-B_{1} x_{n}\right\|+\left\|B_{2} z_{n}-B_{2} x_{n}\right\|+\left\|B_{3} z_{n}-B_{3} x_{n}\right\| \\
& \leq\left(\frac{1}{\beta}+L+\frac{\theta}{\delta}\right)\left\|z_{n}-x_{n}\right\|, \tag{6.2.30}
\end{align*}
$$

which implies $B z_{n}-B x_{n} \rightarrow 0$ in view of (6.2.29). Hence, it follows from (6.2.25) that

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad u_{n}:=\frac{z_{n}-x_{n}}{\gamma_{n}}-B z_{n}+B x_{n} \in(A+B) x_{n} \tag{6.2.31}
\end{equation*}
$$

and (6.2.29) and $\liminf _{n \rightarrow+\infty} \gamma_{n}=\delta>0$ imply that $u_{n} \rightarrow 0$. Therefore, since $x_{n} \rightharpoonup z$, $n \in K$, the weak-strong closure of the graph of the maximally monotone operator $A+B$ and (6.2.31) yield $z \in \operatorname{zer}(A+B)$. The convergence follows from [2, Lemma 2.47].
(ii): Without loss of generality, suppose that $\lim _{n \rightarrow \infty, n \in K} \gamma_{n}=0$. Our choice of $\gamma_{n}$ guarantee that, for every $n \in K$, we have

$$
\begin{equation*}
\widetilde{\gamma}_{n}\left\|B_{3} z_{n}-B_{3} J_{\widetilde{\gamma}_{n} A}\left(z_{n}-\widetilde{\gamma}_{n} B z_{n}\right)\right\|>\theta\left\|z_{n}-J_{\widetilde{\gamma}_{n} A}\left(z_{n}-\widetilde{\gamma}_{n} B z_{n}\right)\right\| . \tag{6.2.32}
\end{equation*}
$$

where $\widetilde{\gamma}_{n}:=\frac{\gamma_{n}}{\sigma}>\gamma_{n}$. Now, by the nonincreasing property of $\gamma \mapsto \frac{1}{\gamma}\left\|z-J_{\gamma A}(z-\gamma B z)\right\|$ provided by Lemma $6.2 .2(1)$ with to $y=B z$, we have

$$
\begin{equation*}
\frac{1}{\widetilde{\gamma}_{n}}\left\|z_{n}-J_{\widetilde{\gamma}_{n} A}\left(z_{n}-\widetilde{\gamma}_{n} B z_{n}\right)\right\| \leq \frac{1}{\gamma_{n}}\left\|z_{n}-J_{\gamma_{n} A}\left(z_{n}-\gamma_{n} B z_{n}\right)\right\|, \tag{6.2.33}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\left\|z_{n}-J_{\widetilde{\gamma}_{n} A}\left(z_{n}-\widetilde{\gamma}_{n} B z_{n}\right)\right\| \leq \frac{1}{\sigma}\left\|z_{n}-x_{n}\right\| . \tag{6.2.34}
\end{equation*}
$$

Then $z_{n}-x_{n} \rightarrow 0$ implies that $z_{n}-J_{\widetilde{\gamma}_{n} A}\left(z_{n}-\widetilde{\gamma}_{n} B z_{n}\right) \rightarrow 0$ as $n \rightarrow \infty, n \in K$. Therefore, since $z_{n} \rightharpoonup z, n \in K$, the sequence $\left(\widetilde{x}_{n}\right)_{n \in K}$ defined by

$$
\begin{equation*}
(\forall n \in K) \quad \widetilde{x}_{n}=J_{\widetilde{\gamma}_{n} A}\left(z_{n}-\widetilde{\gamma}_{n} B z_{n}\right) \tag{6.2.35}
\end{equation*}
$$

satisfies $\widetilde{x}_{n} \rightharpoonup z$ as $n \rightarrow \infty, n \in K$. Furthermore, (6.2.35) yields

$$
\begin{equation*}
\frac{z_{n}-\widetilde{x}_{n}}{\widetilde{\gamma}_{n}}+B \widetilde{x}_{n}-B z_{n} \in(A+B) \widetilde{x}_{n} . \tag{6.2.36}
\end{equation*}
$$

Since $\{z\} \cup \bigcup_{n \in K}\left[\widetilde{x}_{n}, z_{n}\right]$ is a weakly compact subset of $\overline{\operatorname{conv}}(\operatorname{dom} A \cup X)[35$, Lemma 3.2], it follows from the uniform continuity of $B_{3}$ that

$$
\begin{equation*}
B_{3} z_{n}-B_{3} \widetilde{x}_{n} \rightarrow 0 \text { as } n \rightarrow \infty, n \in K . \tag{6.2.37}
\end{equation*}
$$

Hence, by (6.2.32), we obtain $\frac{z_{n}-\widetilde{x}_{n}}{\widetilde{\gamma}_{n}} \rightarrow 0$ as $n \rightarrow \infty, n \in K$. Since $B_{1}+B_{2}$ is Lipschitz continuous, (6.2.37) implies that

$$
\begin{equation*}
B \widetilde{x}_{n}-B z_{n} \rightarrow 0 \text { as } n \rightarrow \infty, n \in K \tag{6.2.38}
\end{equation*}
$$

Altogether, the convergence follows, as in the case (i), from (6.2.36), the weak-strong closure of the graph of the maximally monotone operator $A+B$, and [2, Lemma 2.47].

Remark 6.2.5. 1. In Theorem 6.2.4, if $B_{3}=0$, we have $\operatorname{dom} B_{3}=\mathcal{H}$ and, for all $n \in \mathbb{N}, \gamma_{n}=\sigma \rho=\sigma \min \{2 \beta \varepsilon, \sqrt{1-\varepsilon} / L\}$. Since, in this case $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ is constant, the largest step-size is obtained by taking $\varepsilon=\varepsilon(L, \beta)=2 /\left(1+\sqrt{1+16 \beta^{2} L^{2}}\right)$, which satisfies $2 \beta \varepsilon=\sqrt{1-\varepsilon} / L=\chi(L, \beta)$, where

$$
\begin{equation*}
\chi(L, \beta)=\frac{4 \beta}{1+\sqrt{1+16 \beta^{2} L^{2}}}, \tag{6.2.39}
\end{equation*}
$$

and $\left.\gamma_{n} \equiv \gamma=\sigma \chi(L, \beta) \in\right] 0, \chi(L, \beta)[$. Hence, we recover the result in [12, Theorem 2.3(1)] for constant step-sizes. Additionally, if $B_{2}=0$ and $X=\mathcal{H}$, we have $\varepsilon(L, \beta) \rightarrow 1$ and $\chi(L, \beta) \rightarrow 2 \beta$ as $L \rightarrow 0$ and $\left.\gamma_{n} \equiv 2 \beta \sigma \in\right] 0,2 \beta[$, recovering the the forward backward algorithm [29]. On the other hand, if $B_{1}=0$, we have $\chi(L, \beta) \rightarrow 1 / L$ as $\beta \rightarrow \infty$ and $\left.\gamma_{n} \equiv \sigma / L \in\right] 0,1 / L[$, recovering the result in [38] for constant step-sizes.
2. Suppose that $B_{2}=0$ and $X \subset \operatorname{dom} A$. Then by taking $L \rightarrow 0$, we have $\rho \rightarrow 2 \beta \varepsilon$ and $\theta \in] 0, \sqrt{1-\varepsilon}[$. Hence, Theorem 6.2.4 recovers [12, Theorem 2.3(2)] noting that the uniform continuity in weakly compact subsets of $\overline{\operatorname{conv}}(\operatorname{dom} A \cup X)=\overline{\operatorname{dom}} A$ is needed. We hence generalize [12, Theorem 2.3(1) $\mathcal{E}(2)]$ to the case when $X \not \subset \operatorname{dom} A$.

### 6.2.4 Application to Convex Optimization with Nonlinear Constraints

In this section we consider the following optimization problem.
Problem 6.2.6. Let $f \in \Gamma_{0}(\mathcal{H})$, let $g \in \Gamma_{0}(\mathcal{G})$, let $h: \mathcal{H} \rightarrow \mathbb{R}$ be a convex Gâteaux differentiable function such that $\nabla$ h is $\beta^{-1}$-Lipschitzian for some $\left.\beta \in\right] 0,+\infty[$, let $M: \mathcal{H} \rightarrow$ $\mathcal{G}$ be a bounded linear operator, and let $e: \mathcal{H} \rightarrow]-\infty,+\infty]^{p}: x \mapsto\left(e_{i}(x)\right)_{1 \leq i \leq p}$ be such that, for every $i \in\{1, \ldots, p\}$, $e_{i}$ is convex and Gâteaux differentiable in int dom $e_{i}$, dom $e_{i}$ is closed, $\cap_{i=1}^{p}$ intdom $e_{i} \neq \varnothing$, and $\operatorname{dom} \partial f \subset \cap_{i=1}^{n} \operatorname{intdom} e_{i}$. The problem is to

$$
\begin{equation*}
\min _{e(x) \in]-\infty, 0]^{p^{2}}} f(x)+g(M x)+h(x), \tag{6.2.40}
\end{equation*}
$$

and we assume that solutions exist.
The Lagrangian associated to (6.2.40) is

$$
\begin{equation*}
\left.\left.\mathcal{L}: \mathcal{H} \times \mathbb{R}^{p}:(x, v) \rightarrow\right]-\infty,+\infty\right] \mapsto f(x)+g(M x)+h(x)+e(x) \cdot v-\iota_{\left[0,+\infty\left[^{p}\right.\right.}(v) . \tag{6.2.41}
\end{equation*}
$$

In view of [2, Corollary 19.30], if $(\hat{x}, \hat{v}) \in \mathcal{H} \times \mathbb{R}^{p}$ is a saddle point of (6.2.41), $\hat{x}$ is a solution to (6.2.40) and by [2, Corollary 19.30(v), Theorem 16.3, Theorem 16.47, Example 16.13, \& Example 6.42(i)] we deduce that

$$
\left\{\begin{array}{l}
0 \in \partial(f+g \circ M+h)(\hat{x})+\sum_{i=1}^{p} \hat{v}_{i} \nabla e_{i}(\hat{x})  \tag{6.2.42}\\
0 \in N_{\left[0,+\infty\left[^{p}\right.\right.}(\hat{v})-e(\hat{x}) .
\end{array}\right.
$$

Under standard qualification conditions, as $0 \in \operatorname{sri}(\operatorname{dom} g-M(\operatorname{dom} f))$, there exists $\hat{u} \in \mathcal{G}$ such that (6.2.42) reduces to

$$
\left\{\begin{array}{l}
0 \in \partial f(\hat{x})+M^{*} \hat{u}+\nabla h(\hat{x})+\sum_{i=1}^{p} \hat{v}_{i} \nabla e_{i}(\hat{x}) \\
0 \in \partial g^{*}(\hat{u})-M \hat{x} \\
0 \in N_{\left[0,+\infty\left[^{p}\right.\right.}(\hat{v})-e(\hat{x}),
\end{array}\right.
$$

which is equivalent to

$$
\left(\begin{array}{l}
0  \tag{6.2.43}\\
0 \\
0
\end{array}\right) \in\left(\begin{array}{c}
\partial f(\hat{x}) \\
\partial g^{*}(\hat{u}) \\
N_{\left[0,+\infty\left[^{p}\right.\right.}(\hat{v})
\end{array}\right)+\left(\begin{array}{c}
\nabla h(\hat{x}) \\
0 \\
0
\end{array}\right)+\left(\begin{array}{c}
M^{*} \hat{u} \\
-M \hat{x} \\
0
\end{array}\right)+\left(\begin{array}{c}
\sum_{i=1}^{p} \hat{v}_{i} \nabla e_{i}(\hat{x}) \\
0 \\
-e(\hat{x})
\end{array}\right) .
$$

Proposition 6.2.7. In the context of Problem 6.2.6 let $X=X_{1} \times X_{2} \times X_{3} \subset \operatorname{dom} \partial f \times$ dom $\partial g^{*} \times\left[0,+\infty\left[{ }^{p}\right.\right.$ be nonempty, closed, and convex, and define the operator $B_{3}: \mathcal{H} \times \mathcal{G} \times \mathbb{R} \rightarrow 2^{\mathcal{H} \times \mathcal{G} \times \mathbb{R}}$

$$
(x, u, v) \mapsto \begin{cases}\left\{\left(\sum_{i=1}^{p} v_{i} \nabla e_{i}(x), 0,-e(x)\right)\right\}, & \text { if } v \in\left[0,+\infty\left[^{p} \text { and } x \in \bigcap_{i=1}^{p} \text { intdom } e_{i},\right.\right.  \tag{6.2.44}\\ \varnothing, & \text { otherwise } .\end{cases}
$$

Then, the following hold:

1. $B_{3}$ is maximally monotone.
2. Suppose that one of the following holds:
(a) $\left(\nabla e_{i}\right)_{1 \leq i \leq p}$ are bounded and uniformly continuous in every weakly compact subset of $\overline{\operatorname{dom}} \partial f$.
(b) $\mathcal{H}$ is finite dimensional and $\left(\nabla e_{i}\right)_{1 \leq i \leq p}$ are continuous in every compact subset of $\overline{\operatorname{dom}} \partial f$.

Then, $B_{3}$ is uniformly continuous in every compact subset of $\overline{\operatorname{dom}} \partial f \times \overline{\operatorname{dom}} \partial g^{*} \times$ $\left[0,+\infty\left[{ }^{p}\right.\right.$.

Proof. 1: Consider the saddle-function

$$
\begin{aligned}
\ell: \mathcal{H} \times \mathcal{G} \times \mathbb{R}^{p} & \rightarrow[-\infty,+\infty] \\
\quad(x, u, v) & \mapsto \begin{cases}e(x) \cdot v, & \text { if } v \in\left[0,+\infty\left[^{p} \text { and } x \in \bigcap_{i=1}^{p} \operatorname{dom} e_{i} ;\right.\right. \\
+\infty, & \text { if } v \in\left[0,+\infty\left[^{p} \text { and } x \notin \bigcap_{i=1}^{p} \operatorname{dom} e_{i} ;\right.\right. \\
-\infty, & \text { if } v \notin\left[0,+\infty\left[^{p} .\right.\right.\end{cases}
\end{aligned}
$$

Note that, if $v \in\left[0,+\infty{ }^{p}\right.$,

$$
\ell:(x, u, v) \mapsto \begin{cases}e(x) \cdot v, & \text { if } x \in \bigcap_{i=1}^{p} \operatorname{dom} e_{i}  \tag{6.2.45}\\ +\infty, & \text { otherwise }\end{cases}
$$

and, if $v \notin\left[0,+\infty{ }^{p}, \ell(\cdot, \cdot, v) \equiv-\infty\right.$. Hence, for every $v \in \mathbb{R}^{p}, \ell(\cdot, \cdot, v)$ is lowersemicontinuous. Additionally, if $x \in \bigcap_{i=1}^{p} \operatorname{dom} e_{i}$, we have

$$
-\ell:(x, u, v) \mapsto \begin{cases}-e(x) \cdot v, & \text { if } v \in\left[0,+\infty\left[^{p} ;\right.\right.  \tag{6.2.46}\\ +\infty, & \text { otherwise }\end{cases}
$$

and, if $x \notin \bigcap_{i=1}^{p} \operatorname{dom} e_{i}$

$$
-\ell:(x, u, v) \mapsto \begin{cases}-\infty & \text { if } v \in\left[0,+\infty\left[^{p}\right.\right.  \tag{6.2.47}\\ +\infty, & \text { otherwise }\end{cases}
$$

Therefore, for every $(x, u) \in \mathcal{H} \times \mathcal{G},-\ell(x, u, \cdot)$ is lower-semicontinuous. Furthermore,

$$
\begin{equation*}
(\forall(x, u) \in \mathcal{H} \times \mathcal{G})\left(\forall v \in \mathbb{R}^{p}\right) \quad B_{3}(x, u, v)=\partial \ell(\cdot, \cdot, v)(x, u) \times \partial(-\ell(x, u, \cdot))(v) \tag{6.2.48}
\end{equation*}
$$

The result follows from [33, Corollary 1].

2: First, assume 2a. Let $Y=Y_{1} \times Y_{2} \times Y_{3} \subset \overline{\operatorname{dom}} \partial f \times \overline{\operatorname{dom}} \partial g^{*} \times\left[0,+\infty\left[{ }^{p}\right.\right.$ be a weakly compact set. Let $\boldsymbol{x}=\left(x_{1}, u_{1}, v_{1}\right)$ and $\boldsymbol{y}=\left(x_{2}, u_{2}, v_{2}\right)$ in $Y$, fix $i \in\{1 \ldots, p\}$, define $\rho_{i}(t):[0,1] \rightarrow \mathbb{R}: t \mapsto e_{i}\left(x_{1}+t\left(x_{2}-x_{1}\right)\right)$ which is differentiable in $] 0,1\left[\right.$. Since $Y_{1}$ is weakly compact, by [2, Theorem 3.37], conv $Y_{1}$ is also weakly compact. Moreover, we deduce from the boundedness of $\nabla e_{i}$ in conv $Y_{1} \subset \overline{\operatorname{dom}} \partial f$ that exists $K_{i}>0$ such that $\sup _{x \in \operatorname{conv} Y_{1}}\left\|\nabla e_{i}(x)\right\| \leq K_{i}$. Therefore, since $\rho_{i}^{\prime}: t \mapsto\left\langle\nabla e_{i}\left(x_{1}+t\left(x_{2}-x_{1}\right)\right) \mid x_{2}-x_{1}\right\rangle$, we obtain

$$
\begin{aligned}
\left|e_{i}\left(x_{2}\right)-e_{i}\left(x_{1}\right)\right| & =\left|\rho_{i}(1)-\rho_{i}(0)\right| \\
& =\left|\int_{0}^{1} \rho_{i}^{\prime}(t) d t\right| \\
& =\left|\int_{0}^{1}\left\langle\nabla e_{i}\left(x_{1}+t\left(x_{2}-x_{1}\right)\right) \mid x_{2}-x_{1}\right\rangle d t\right| \\
& \leq \int_{0}^{1}\left\|\nabla e_{i}\left(x_{1}+t\left(x_{2}-x_{1}\right)\right)\right\|\left\|x_{2}-x_{1}\right\| d t \\
& \leq K_{i}\left\|x_{2}-x_{1}\right\| .
\end{aligned}
$$

Thus, we conclude $\left|e_{i}\left(x_{1}\right)-e_{i}\left(x_{2}\right)\right| \leq K_{i}\left\|x_{2}-x_{1}\right\|$ and therefore

$$
\begin{equation*}
\left\|e\left(x_{2}\right)-e\left(x_{1}\right)\right\| \leq K\left\|x_{2}-x_{1}\right\| \tag{6.2.49}
\end{equation*}
$$

where $K=\sqrt{\sum_{i=1}^{p} K_{i}^{2}}$. Since $Y$ is weakly compact, it is bounded [2, Lemma 2.36] and there exists $V>0$ such that $\sup _{v \in Y_{3}}\|v\| \leq V$ for. Let $\varepsilon>0$. The uniform continuity of $\left(\nabla e_{i}\right)_{1 \leq i \leq p}$ implies the existence of $\delta>0$ such that

$$
\begin{equation*}
(\forall i \in\{1, \ldots, p\})\left(\forall\left(z_{1}, z_{2}\right) \in Y_{2}^{2}\right) \quad\left\|z_{1}-z_{2}\right\|<\delta \Rightarrow\left\|\nabla e_{i}\left(z_{1}\right)-\nabla e_{i}\left(z_{2}\right)\right\|^{2} \leq \frac{\varepsilon^{2}}{4 p V^{2}} \tag{6.2.50}
\end{equation*}
$$

Now suppose that

$$
\|\boldsymbol{x}-\boldsymbol{y}\|^{2} \leq \min \left\{\frac{\varepsilon^{2}}{4 p K^{2}}, \delta^{2}\right\}
$$

Then, (6.2.49), the convexity of $\|\cdot\|^{2}$, and (6.2.50) imply

$$
\begin{aligned}
& \left\|B_{3} \boldsymbol{x}-B_{3} \boldsymbol{y}\right\|^{2}=\left\|\sum_{i=1}^{p} v_{1, i} \nabla e_{i}\left(x_{1}\right)-v_{2, i} \nabla e_{i}\left(x_{2}\right)\right\|^{2}+\left\|e\left(x_{1}\right)-e\left(x_{2}\right)\right\|^{2} \\
& \quad \leq 2\left\|\sum_{i=1}^{p}\left(v_{1, i}-v_{2, i}\right) \nabla e_{i}\left(x_{1}\right)\right\|^{2}+2\left\|\sum_{i=1}^{p} v_{2, i}\left(\nabla e_{i}\left(x_{1}\right)-\nabla e_{i}\left(x_{2}\right)\right)\right\|^{2}+K^{2}\left\|x_{1}-x_{2}\right\|^{2} \\
& \quad \leq 2 p \sum_{i=1}^{p}\left|v_{1, i}-v_{2, i}\right|^{2}\left\|\nabla e_{i}\left(x_{1}\right)\right\|^{2}+2 p \sum_{i=1}^{p}\left|v_{2, i}\right|^{2}\left\|\nabla e_{i}\left(x_{1}\right)-\nabla e_{i}\left(x_{2}\right)\right\|^{2}+K^{2}\left\|x_{1}-x_{2}\right\|^{2} \\
& \quad \leq 2 p K^{2}\left\|v_{1}-v_{2}\right\|^{2}+2 p V^{2} \sum_{i=1}^{p}\left\|\nabla e_{i}\left(x_{1}\right)-\nabla e_{i}\left(x_{2}\right)\right\|^{2}+K^{2}\left\|x_{1}-x_{2}\right\|^{2} \\
& \quad \leq 2 p K^{2}\|\boldsymbol{x}-\boldsymbol{y}\|^{2}+\frac{\varepsilon^{2}}{2} \\
& \quad \leq \varepsilon^{2} .
\end{aligned}
$$

Therefore $B_{3}$ is uniformly continuous in $Y$.
Now, assume 2b. Since $\mathcal{H}$ is finite dimensional the weak and strong topologies coincide [2, Fact 2.33]. Hence, since $\nabla e_{i}$ is continuous, it is bounded and uniformly continuous in every compact subset of $X$. The result follows from 2a.

Remark 6.2.8. Note that if, for every $i \in\{1, \ldots, p\}, \nabla e_{i}$ is bounded and uniformly continuous in every weakly compact subset of $\operatorname{dom} f$, by Proposition 6.2.7, and $\overline{\operatorname{dom}} \partial f \subset$ $\operatorname{dom} f, B_{3}$ is uniformly continuous in every compact subset of $\operatorname{dom} \partial f \times \operatorname{dom} \partial g^{*} \times\left[0,+\infty\left[{ }^{p}\right.\right.$.

Proposition 6.2.9. In the context of Problem 6.2.6, assume that $0 \in \operatorname{sri}(\operatorname{dom} g-M(\operatorname{dom} f))$, let $X=X_{1} \times X_{2} \times X_{3} \subset \operatorname{dom} \partial f \times \operatorname{dom} \partial g^{*} \times\left[0,+\infty\left[{ }^{p}\right.\right.$ be nonempty, closed, and convex, let $\varepsilon \in] 0,1[$, set $\rho=\min \{2 \beta \varepsilon, \sqrt{1-\varepsilon} /\|M\|\}$, let $\sigma \in] 0,1[$, let $\theta \in] 0, \sqrt{1-\varepsilon}-\|M\| \rho \sigma[$. For every $\boldsymbol{z}=\left(z^{1}, z^{2}, z^{3}\right) \in \mathcal{H} \times \mathcal{G} \times \mathbb{R}^{p}$ define $\boldsymbol{\Phi}_{\boldsymbol{z}}: \gamma \mapsto\left(\Phi_{\boldsymbol{z}}^{1}(\gamma), \Phi_{\boldsymbol{z}}^{2}(\gamma), \Phi_{\boldsymbol{z}}^{3}(\gamma)\right)$, where

$$
\begin{align*}
& \Phi_{z}^{1}: \gamma \mapsto \operatorname{prox}_{\gamma f}\left(z^{1}-\gamma\left(\nabla h\left(z^{1}\right)+M^{*} z^{2}+\sum_{i=1}^{p} z_{i}^{3} \nabla e_{i}\left(z^{1}\right)\right)\right) \\
& \Phi_{z}^{2}: \gamma \mapsto \operatorname{prox}_{\gamma g^{*}}\left(z^{2}+\gamma M z^{1}\right) \\
& \Phi_{z}^{3}: \gamma \mapsto P_{[0,+\infty[p}\left(z^{3}+\gamma e\left(z^{1}\right)\right) . \tag{6.2.51}
\end{align*}
$$
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Let $\boldsymbol{z}_{0}=\left(z_{0}^{1}, z_{0}^{2}, z_{0}^{3}\right) \in \mathcal{H} \times \mathcal{G} \times \mathbb{R}^{p}$ and consider the recurrence

$$
(\forall n \in \mathbb{N}) \left\lvert\, \begin{align*}
& x_{n}^{1}=\Phi_{z_{n}}^{1}\left(\gamma_{n}\right)  \tag{6.2.52}\\
& x_{n}^{2}=\Phi_{z_{n}}^{2}\left(\gamma_{n}\right) \\
& x_{n}^{3}=\Phi_{z_{n}}^{3}\left(\gamma_{n}\right) \\
& z_{n+1}^{1}=P_{X_{1}}\left(x_{n}^{1}+\gamma_{n}\left(M^{*} z_{n}^{2}+\sum_{i=1}^{p} z_{n, i}^{3} \nabla e_{i}\left(z_{n}^{1}\right)\right)-\gamma_{n}\left(M^{*} x_{n}^{2}+\sum_{i=1}^{p} x_{n, i}^{3} \nabla e_{i}\left(x_{n}^{1}\right)\right)\right) \\
& z_{n+1}^{2}=P_{X_{2}}\left(x_{n}^{2}-\gamma_{n} M z_{n}^{1}+\gamma_{n} M x_{n}^{1}\right) \\
& z_{n+1}^{3}=P_{X_{3}}\left(x_{n}^{3}-\gamma_{n} e\left(z_{n}^{1}\right)+\gamma_{n} e\left(x_{n}^{1}\right)\right) \\
& \boldsymbol{z}_{n+1}^{1}=\left(z_{n+1}^{1}, z_{n+1}^{2}, z_{n+1}^{3}\right),
\end{align*}\right.
$$

where, for every $n \in \mathbb{N}$, $\gamma_{n}$ is the largest $\gamma \in\left\{\rho \sigma, \rho \sigma^{2}, \rho \sigma^{3}, \ldots\right\}$ satisfying

$$
\begin{equation*}
\gamma^{2}\left(\left\|\sum_{i=1}^{p} z_{n, i}^{3} \nabla e_{i}\left(z_{n}^{1}\right)-\Phi_{\boldsymbol{z}_{n}, i}^{3}(\gamma) \nabla e\left(\Phi_{\boldsymbol{z}_{n}}^{1}(\gamma)\right)\right\|^{2}+\left\|e\left(z_{n}^{1}\right)-e\left(\Phi_{\boldsymbol{z}_{n}}^{1}(\gamma)\right)\right\|^{2}\right) \leq \theta^{2}\| \| \boldsymbol{z}_{n}-\mathbf{\Phi}_{\boldsymbol{z}_{n}}(\gamma) \|^{2} \tag{6.2.53}
\end{equation*}
$$

Moreover, assume that at least one of the following additional statements hold:
(i) $\liminf _{n \rightarrow \infty} \gamma_{n}=\delta>0$.
(ii) For every $i \in\{1, \ldots, p\}, \nabla e_{i}$ is bounded and uniformly continuous in every weakly compact subset of $\overline{\operatorname{dom}} \partial f$.

Then, $\left(z_{n}^{1}\right)_{n \in \mathbb{N}}$ converges weakly to a solution to Problem 6.2.6.
Proof. Let $\mathcal{H}=\mathcal{H} \times \mathcal{G} \times \mathbb{R}^{p}$, define

$$
\left\{\begin{array}{l}
A: \mathcal{H} \rightarrow 2^{\mathcal{H}}:(x, u, v) \mapsto \partial f(x) \times \partial g^{*}(u) \times N_{\left[0,+\infty\left[^{p}\right.\right.}(v),  \tag{6.2.54}\\
B_{1}: \mathcal{H} \rightarrow \mathcal{H}:(x, u, v) \mapsto(\nabla h(x), 0,0) \\
B_{2}: \mathcal{H} \rightarrow \mathcal{H}:(x, u, v) \mapsto\left(M^{*} u,-M x, 0\right)
\end{array}\right.
$$

and consider the operator $B_{3}$ defined in (6.2.44). Note that $A$ is maximally monotone [2, Proposition $20.23 \&$ Proposition 20.25], $B_{1}$ is $\beta$-cocoercive [2, Corollary 18.17], $B_{2}$ is $\|M\|$ Lipschitzian [10, Proposition 2.7(ii)] \& [2, Fact 2.20], and the operator $B_{3}$ is maximally monotone by Proposition 6.2.7. Furthermore, note that $\operatorname{dom} A=\operatorname{dom}(\partial f) \times \operatorname{dom}\left(\partial g^{*}\right) \times$ $\left[0,+\infty\left[{ }^{p}\right.\right.$ and dom $B_{3}=\left(\cap_{i=1}^{n}\right.$ intdom $\left.e_{i}\right) \times \mathcal{G} \times\left[0,+\infty\left[{ }^{p}\right.\right.$. Hence, since dom $(\partial f) \subset \cap_{i=1}^{n}$ intdom $e_{i}$, we have $\operatorname{dom} A \cup X \subset \operatorname{dom} B_{3}$ and $0 \in \operatorname{int}\left(\operatorname{dom} A-\operatorname{dom} B_{3}\right)$ and therefore $A+B_{3}$ is maximally monotone [2, Corollary $25.5(\mathrm{ii})]$. Therefore, the inclusion in (6.2.43) is a particular instance of Problem 6.2.1. Define, for every $n \in \mathbb{N}, \boldsymbol{x}_{n}=\left(x_{n}^{1}, x_{n}^{2}, x_{n}^{3}\right)$. Hence, (6.2.51), (6.2.44), and (6.2.54) yield

$$
(\forall n \in \mathbb{N}) \quad\left[\begin{array}{l}
\boldsymbol{x}_{n}=J_{\gamma_{n} A}\left(\boldsymbol{z}_{n}-\gamma_{n}\left(B_{1}+B_{2}+B_{3}\right) \boldsymbol{z}_{n}\right)  \tag{6.2.55}\\
\boldsymbol{z}_{n+1}=P_{X}\left(\boldsymbol{x}_{n}+\gamma_{n}\left(B_{2}+B_{3}\right) \boldsymbol{z}_{n}-\gamma_{n}\left(B_{2}+B_{3}\right) \boldsymbol{x}_{n}\right),
\end{array}\right.
$$

where $\gamma_{n}$, by (6.2.53) and (6.2.54), satisfies

$$
\begin{equation*}
\gamma\left\|B_{3} \boldsymbol{z}_{n}-B_{3} J_{\gamma A}\left(\boldsymbol{z}_{n}-\gamma\left(B_{1}+B_{2}+B_{3}\right) \boldsymbol{z}_{n}\right)\right\| \leq \theta\left\|\boldsymbol{z}_{n}-J_{\gamma A}\left(\boldsymbol{z}_{n}-\gamma\left(B_{1}+B_{2}+B_{3}\right) \boldsymbol{z}_{n}\right)\right\| . \tag{6.2.56}
\end{equation*}
$$

Note that, if we assume (ii), by Proposition 6.2.7, $B_{3}$ is uniformly continuous in every weak compact subset of $\overline{\operatorname{dom}} \partial f \times \overline{\operatorname{dom}} \partial g^{*} \times\left[0,+\infty\left[{ }^{p}=\overline{\operatorname{conv}}(\operatorname{dom} A)=\overline{\operatorname{conv}}(\operatorname{dom} A \cup X)\right.\right.$ [2, Corollary 21.14 \& Exercise 3.2]. Altogether, assuming (i) or (ii), since $X \subset \operatorname{dom} A$, by Theorem 6.2.4, there exists $\boldsymbol{z}=(z, u, v) \in \mathcal{H} \times \mathcal{G} \times \mathbb{R}^{p}$ solution to (6.2.43) such that $\boldsymbol{z}_{n} \rightharpoonup \boldsymbol{z}$. Since $0 \in \operatorname{sri}(\operatorname{dom} g-M(\operatorname{dom} f))$, by (6.2.42), (6.2.43), and [2, Theorem 16.47] $\boldsymbol{z}$ is a saddle-point of $\mathcal{L}$ in (6.2.41). By [2, Corollary 19.30(v)], $z$ is a solution to Problem 6.2.6 and the result follows.

### 6.2.5 Numerical Experiments

In this section we consider the following optimization problem

$$
\begin{equation*}
\min _{\substack{y^{0} \leq x \leq y^{1} \\ x_{i}\left(\ln \left(x_{i} / a_{i}\right)-1\right)-r_{i} \leq 0, i \in\{1, \ldots, n\}}} \alpha\|M x\|_{1}+\frac{1}{2}\|A x-z\|^{2}, \tag{6.2.57}
\end{equation*}
$$

where $M \in \mathbb{R}^{r \times n}, A \in \mathbb{R}^{m \times n}, z \in \mathbb{R}^{m}, y^{0}=\left(\eta_{i}^{0}\right)_{1 \leq i \leq n} \in \mathbb{R}^{n}, y^{1}=\left(\eta_{i}^{1}\right)_{1 \leq i \leq N} \in \mathbb{R}^{N}$, $\left.r_{1}, \ldots, r_{n} \in\right]-1,+\infty\left[\right.$, and $\left.a_{1}, \ldots, a_{n} \in\right] 0,+\infty[$. Set

$$
\left\{\begin{array}{l}
C=\times_{i=1}^{n}\left[\eta_{i}^{0}, \eta_{i}^{1}\right]  \tag{6.2.58}\\
f=\iota_{C} \\
g=\alpha\|\cdot\|_{1} \\
h=\|A \cdot-z\|^{2} / 2 \\
e=\left(e_{i}(\cdot)\right)_{i=1}^{n}
\end{array}\right.
$$

where

$$
\left.\left.(\forall i=1, \ldots, n) \quad e_{i}: \mathbb{R}^{n} \rightarrow\right]-\infty,+\infty\right]: x \mapsto \begin{cases}x_{i}\left(\ln \left(x_{i} / a_{i}\right)-1\right)-r_{i}, & \text { if } x_{i}>0 \\ -r_{i}, & \text { if } x_{i}=0 \\ +\infty, & \text { otherwise }\end{cases}
$$

Then, we have $f \in \Gamma_{0}\left(\mathbb{R}^{n}\right), g \in \Gamma_{0}\left(\mathbb{R}^{r}\right)$, and $\nabla h$ is $\|A\|^{2}$-Lipschitzian. Additionally, for every $i \in\{1, \ldots, n\}, e_{i}$ is Gâteaux differentiable in $] 0,+\infty\left[^{n}\right.$,

$$
\left(\nabla e_{i}(x)\right)_{k}= \begin{cases}\ln x_{k}, & \text { if } k=i  \tag{6.2.59}\\ 0, & \text { otherwise }\end{cases}
$$

$\operatorname{dom} e_{i}$ is closed, $\cap_{i=1}^{n} \operatorname{dom} e_{i}=\left[0,+\infty\left[n\right.\right.$, and $\left.0 \in \operatorname{int}\left(\operatorname{dom}(\partial f)-\cap_{i=1}^{n} \operatorname{dom} e_{i}\right)=\times_{i=1}^{N}\right]-\infty, \eta_{i}^{1}[$. Hence, the optimization problem in (5.2.38) is a particular instance of Problem 6.2.6. In this setting, since $g^{*}=\iota_{[-\alpha, \alpha]^{r}}$ [2, Example 13.32(v) \& Proposition 13.23(i)], we consider $X_{1} \times X_{2} \times X_{3}=C \times[-\alpha, \alpha]^{r} \times\left[0,+\infty{ }^{p}\right.$ in order to write the recurrence in (6.2.52) as Algorithm 6 below.

```
Algorithm 6
    Fix \(\boldsymbol{z}_{0}=\left(z_{0}^{1}, z_{0}^{2}, z_{0}^{3}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{r} \times \mathbb{R}^{n}\). Let \(\left.\sigma \in\right] 0,1\left[\right.\), let \(\varepsilon=\|A\|^{4} \frac{\sqrt{1+16\|M\|^{2} /\|A\|^{4}}-1}{8\|M\|^{2}}\), let
    \(\theta=2 \varepsilon\|M\|(1-\sigma) /\|A\|^{2}\), and let \(\epsilon>0\).
    while \(r_{n}>\epsilon\) do
    \(\gamma=2 \varepsilon\|M\|\)
    \(\mathrm{V}=0\)
    while \(\mathrm{V}=0\) do
        \(\gamma \rightarrow \gamma \cdot \sigma\)
        \(\Phi^{1}(\gamma)=P_{\left[\eta_{1}, \eta_{2}\right]^{n}}\left(z_{n}^{1}-\gamma\left(A^{*}\left(A z_{n}^{1}-z\right)+M^{*} z_{n}^{2}+\sum_{i=1}^{p} z_{n, i}^{3} \ln \left(z_{n, i}^{1}\right)\right)\right)\)
        \(\Phi^{2}(\gamma)=\gamma\left(\operatorname{Id}-\operatorname{prox}_{\alpha\|\cdot\|_{1} / \gamma}\right)\left(z_{n}^{2} / \gamma+M z_{n}^{1}\right)\)
        \(\Phi^{3}(\gamma)=P_{\left[0,+\infty\left[^{n}\right.\right.}\left(z_{n}^{3}+\gamma e\left(z_{n}^{1}\right)\right)\)
        \(\boldsymbol{\Phi}(\gamma)=\left(\Phi^{1}(\gamma), \Phi^{2}(\gamma), \Phi^{3}(\gamma)\right)\)
            if \(\sum_{i=1}^{p}\left|z_{n, i}^{3} \ln \left(z_{n, i}^{1}\right)-\Phi_{i}^{3}(\gamma) \ln \left(\Phi_{i}^{1}(\gamma)\right)\right|^{2}+\left\|e\left(z_{n}^{1}\right)-e\left(\Phi^{1}(\gamma)\right)\right\|^{2} \leq \frac{\theta^{2}}{\gamma^{2}}\| \| \boldsymbol{z}_{n}-\boldsymbol{\Phi}(\gamma) \|^{2}\)
            then
                \(\mathrm{V}=1\)
            end if
        end while
        \(\gamma_{n}=\gamma\)
        \(\left(x_{n}^{1}, x_{n}^{2}, x_{n}^{3}\right)=\left(\Phi^{1}\left(\gamma_{n}\right), \Phi^{2}\left(\gamma_{n}\right), \Phi^{3}\left(\gamma_{n}\right)\right)\)
        \(z_{n+1}^{1}=P_{\left[\eta_{1}, \eta_{2}\right]^{N}}\left(x_{n}^{1}+\gamma_{n}\left(M^{*} z_{n}^{2}+\sum_{i=1}^{p} z_{n, i}^{3} \ln \left(z_{n, i}^{1}\right)\right)-\gamma_{n}\left(M^{*} x_{n}^{2}+\sum_{i=1}^{p} x_{n, i}^{3} \ln \left(x_{n, i}^{1}\right)\right)\right)\)
        \(z_{n+1}^{2}=P_{[-\alpha, \alpha]^{r}}\left(x_{n}^{2}-\gamma_{n} M z_{n}^{1}+\gamma_{n} M x_{n}^{1}\right)\)
        \(z_{n+1}^{3}=P_{\left[0,+\infty\left[{ }^{[ }\right.\right.}\left(x_{n}^{3}-\gamma_{n} e\left(z_{n}^{1}\right)+\gamma_{n} e\left(x_{n}^{1}\right)\right)\)
        \(\boldsymbol{z}_{n+1}=\left(z_{n+1}^{1}, z_{n+1}^{2}, z_{n+1}^{3}\right)\)
        \(r_{n}=\mathcal{R}\left(\boldsymbol{z}_{n+1}, \boldsymbol{z}_{n}\right)\)
        \(n \rightarrow n+1\)
    end while
    return \(\boldsymbol{z}_{n+1}\)
```

We compare Algorithm 6 with the algorithm propose in [12] called FBHF and with the MATLAB's fmincon (interior point).

To solve problem in (6.2.40) with FBHF algorithm, we consider $X=X_{1} \times X_{2} \times X_{3}$ and the followings operators (see (6.2.43) and [12, Theorem 2.3])
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Table 6.1: Average time and average number of iterations of 20 random realizations of problem in (5.2.38) for Algorithm 6, FBHF, and fmincon.

|  |  |  | $N_{2}=N_{1} / 3$ |  | $N_{2}=N_{1} / 2$ |  | $N_{2}=2 N_{1} / 3$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\epsilon=10^{-6}$ | $N^{2}$ |  |  |  |  |  |  |
| $N_{1}$ | Algorithm | Av. Time (s) | Av. Iter | Av. Time (s) | Av. Iter | A. Time (s) | A. Iter |  |
| 600 | Alg. 6 | 6.82 | 7845 | 9.61 | 10384 | 15.79 | 16136 |  |
|  | FBHF | 10.47 | 8280 | 14.22 | 10885 | 23.28 | 16772 |  |
|  | fmincon | 52.52 | 238 | 66.25 | 276 | 69.78 | 251 |  |
| 900 | Alg. 6 | 19.26 | 8185 | 28.89 | 11932 | 52.69 | 20653 |  |
|  | FBHF | 31.28 | 8568 | 46.06 | 12375 | 84.17 | 21757 |  |
|  | fmincon | 256.71 | 350 | 309.33 | 408 | 292.21 | 368 |  |
| 1200 | Alg. 6 | 36.01 | 8809 | 62.82 | 14490 | 110.76 | 24778 |  |
|  | FBHF | 59.41 | 9231 | 98.60 | 14783 | 174.08 | 25633 |  |
|  | fmincon | 694.86 | 457 | 839.06 | 528 | 790.66 | 462 |  |

$$
A=\left(\begin{array}{c}
\partial f(\hat{x})  \tag{6.2.60}\\
\partial g^{*}(\hat{u}) \\
N_{\left[0,+\infty\left[^{p}(\hat{v})\right.\right.}
\end{array}\right), \quad B_{1}=\left(\begin{array}{c}
\nabla h(\hat{x}) \\
0 \\
0
\end{array}\right), \quad B_{2}+B_{3}=\left(\begin{array}{c}
M^{*} \hat{u}+\sum_{i=1}^{p} \hat{v}_{i} \nabla e_{i}(\hat{x}) \\
-M \hat{x} \\
-e(\hat{x})
\end{array}\right) .
$$

In our numerical experiments, we generate 20 random realizations of $A, M, z$, and $r_{1}, \ldots, r_{n}$ for dimensions $n=m \in\{600,900,1200\}$ and $r \in\{n / 3, n / 2,2 n / 3\}$. In each realization we define $a_{i}=9$ for $i \in\{1, \ldots, n\}, \alpha=0.05$, and $y^{0}=\hat{y}_{0}$ and $y^{1}=\hat{y}_{1}+\operatorname{rand}(n)$, where $\hat{y}_{1}$ and $\hat{y}_{2}$ satisfies $e\left(\hat{y}_{0}\right)=e\left(\hat{y}_{1}\right)=0$. For Algorithm 6 we consider $\sigma=0.99$. For FBHF we consider $\varepsilon=0.8, \theta=\sqrt{1-\varepsilon} / 2, \sigma=0.99$, the maximally monotone operator $A$, the cocoercive operator $B_{1}$, and the continuous operator $B_{1}+B_{2}$ on (6.2.60) (see [12, Theorem 2.3]).

In Table 6.1 we provide the average time and iterations to achieve a tolerance $\epsilon=10^{-6}$ for the instances mentioned above. We can observe that, for each instance, Algorithm 6 is more efficient than the method FBHF and fmincon. Algorithm 6 and FBHF are similar in number of iterations, but each iteration of FBHF is more expensive in time than Algorithm 6. This is because FBHF needs, additionally, to activate the operators $M^{*}$ and $M$ in each line search. This difference is larger as the dimension of the problem increases. Although fmincon needs less iterations than Algorithm 6 and FBHF to reach the stop criterion, each iteration is very expensive in CPU time. Indeed, Algorithm 6 reaches the stop criterion in $20 \%$ of the time that fmincon takes.
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## Chapter 7

## Perspectives

To conclude this thesis we present some future perspectives of work.

- A direct extension of this work is to provide an algorithm which solves Problem 1.1.9 by splitting all the operators. In Chapter 5 we provide a method for solving Problem 1.1.9, when $B_{3}=0$, by using partial inverse techniques and FBHF (Algorithm 1.1.13). In Chapter 6 we present the Forward-Backward Half Forward with line search method (FBHFLS) to solve numerically Problem 1.1.9 when $V=\mathcal{H}$, generalizing FBHF. Hence, by a similar procedure, using partial inverse techniques and FBHFLS algorithm proposed in Chapter 6, it is foreseeable that we can solve Problem 1.1.9.
- We begin this thesis introducing Problem 1.1.1 and we split it in two cases solving both separately. Then, Problem 1.1.1 is still a open question. By solving Problem 1.1.9 and proceeding similarly to Section 5.2.4, we expect to solve Problem 1.1.1.
- In Chapter 3 we derive the convergence of Krasnosel'skiǐ-Mann (KM) iterations defined in the range of monotone self-adjoint linear operators. To obtain the convergence of the relaxed primal-dual algorithm with critical preconditioners we prove that this method defines KM iterations in the range of a particular linear operator. An open question is whether it is possible to apply and extend this result to other methods, with critical step-sizes/preconditioners or to develop new algorithms.
- Several articles provide convergence rates for DRS (Algorithm 1.1.4) (see for instance $[2,7])$. In Chapter 2 we generalize DRS by providing the SDR algorithm, additionally we show its relation with the PDS including critical step-sizes. In Chapter 2.2.5 we present numerical simulations and we show instances when an adequate choice of the step-sizes improves, regarding number of iterations and time, the convergence of SDR. Hence, the computation of a convergence rate of SDR will allows us to deduce
a relation between the speed of convergence and step-sizes. This is also a perspective for all the methods proposed in this thesis.
- Inertial methods for monotone inclusions update each iteration by using the last two iterates [1]. The inclusion of inertial steps to some methods can accelerate its convergence. For instance, variations including inertial steps of methods as DRS, Tseng's type, ADMM, forward-backward, and forward-backward-forward are available in $[1,4,5,6,3]$. In view of that, an interesting future work is to include inertial steps to the methods presented in this thesis.
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